
Lecture 12:

Imagedenoising by solving Anisotropic heat diffusion &

Consider the PDE : -

(x))==L

(4 = divergence ; D . (v, Un) =) (DI = ( , E)
Then: g(x , y ,

A) =z e

- (x+ y4/2t
satisfies (* ).

Observation : We'll see that Gaussian filter is approximately solving (*)

Gaussian filter = convolution ofI with the Gaussian function :

-

[ (X , Y ,
A) = [ * g(x, Y , A) = g(x-u , y-v) I (n

,
v) dudr

(Analogous to discrete= %g(u, viA) I(X-u
, y-r) dude

convolution



iAX-
, -de

=Auvit I(X-u
, y -r)dudv + A(u,viA)[(X-u

,yV
dudu

= 100 gin,viA(X-u, y-r) dudv +guviA(X- u
, y - v)dud

=Og(uvit) Ix-u, y-v d T

= 57 . /DE)(x , y ,
A)

/

Gaussian filter = solving "diffusion" egt !!



Diffusion equation can be used for image denoising.

Consider a sequence of images :

I
,

I'
,

I2
, ,

Ik
,

ya+,.. E MNxN(IR)

We can regard I(X , y) as [(X
, Y , ) in the diffussin

equation .

Then :

& [(x , Y ,
+) = A Al (x , Y , t) can be discretized:

k+

Given
=

Y I' " I from (*)

i



For Anisotropic diffusion ,
consider :

& [(x ,y ,
+) = A Do(kx , y) [(x , y , z)

It can be discretized :

k+

Ex,

y
Ex, =(kx ,xit)

T

Given I'
,

we get I' from (* )

Y I , ... I from (*)

i

K(X
, y) can be choosen as : K(X

, Y) = IDEX
,11

for edge-preserving

image denoising .



Image denoising using energy minimization
#Letg be a noisy image corrupted by additive noise n.

Then : g(, y)=  ,
(non-smooth

&

Recall : Laplacian masking : g = -Af (Obtain a sharp image from

a smooth image)
Conversely ,

to get a smooth image f from a non-smooth image g,

we can solve the PDE for f : -Of + f = 9
-

unknown known

We will show that solving the above equation is equivalent to

minimizing something :

E(f) = SS (f(x, y)
- g(, y))dxdy + j)() + (axay



In the discrete case
,

the PDE can be approximated /discretized) to get :

f(x
, y) = g(x, y) + [f(X+ 1

, y) + f(x, y + 1) + f(x - 1
, y) + f(x

, y - 1) - 4f(x , y)]

for all (
, 3) (Linear System)

/\ Solved by
Direct method Iterative method

(Big linear system)



Consider : Ediscretelf)=f) -g
Suppose f is a minimizer of Ediscrete. Then

,
for each (X , 3) ,

↓ Ediscrete depends on f(X
, y) for each (X

, Y)

Ediscrete-
*2(f(x, y) - g(x, y)) + 2(f(x+ 1

, y) - f(x
, y)(- 1) + 2)f(x, y + 1) - f(x , y)) (-)

+ 2(f(x, y) - f(x- 1
, y)) + 2)f(x, y) - f(x, y - 1)

By simplification ,
we get :

f(x
, y) = g(x, y) + [f(x+ 1

, y) + f(x - 1
, y) + f(X , y +1) + f(x

, y - 1) - 4f(x, y)]
The continuous version of Ediscrete can be written as :

Elf) = S) (f(x , 3) - g(x, y))" +Jxd



Remark:
-Solving f = g + At is equivalent to energy minimization

· The first term in Ediscrete is called the fidelity term
.

Aim to findf that is close to g.

· The second term is called the regularization term. Aim to enhance

smoothness.

· - Of + f = g can also be solved in the frequency domain =

DFT(f) = DFT(g+
: DFT(f) (u

. r) = DFT (g) (u,
2) + cDFT(p) (u,

2) DFT(f)(u, 2)

↳ DFT(f(cur) = )reFT(p((u
,
v)]DFT(g(cu , 2)

↓ inverse DFT

f(x , y)
!!



Image processing by minimization
(Variational approach

⑦ Consider a minimization model (usually in continuous

sense)

② Derive a PDE related to minimization model

③ Discretize the PDE to get a linear system.

e . g. Total-variation (TV) denoising
model

. (ROF)

(Rudin-Osher - Fatemi)



2D integration by part formula
-Letf : ta

,
b]x (a , b] + IR and g : [a ,

b) x[a ,
b] -> IR.

Assume f(a , y) = f(b , y) = f(x, a) = f(x, b) = 0.

g(a,y) = g(b, y) = g(x ,
a) = g(X,

b) = 0.

Then :

gb)Tf(X, y) · Dg(X, y)dxdy =/ f(x, )g(x, ) dxyon

Prof :(b)xd =gay+a
8

-m

Df . Dg -gady+x

=-



Also ,

jog" (kx, y) Df(x
, y)) · xgx , y)dxdy = - D.(k(X,

4) Pf(x,y)g(x, y)axdy

where K : (a ,
b] x (a .

b] + IR.

↳

Proof :

(b (k(y + k(x -yaxdy

=_b(k))9dxdy+
G

-bb(kgdx
=-x(k(x ,y)) + (k(X ,y))gdxd

4 . (k(x, y)xf)



In general , we have :

UsefulTool : (Integration by partic
Jef . Daddy = -Stf1)gdaydivergenc

where i = (4 , 42) = outward normal on the boundary.

or more generally,

Sn K(x, y) &f (x, y) . g(x ,y)dxdy =
- JD . (k(X,y)4f(X,y)g(x, y)dxdy

M

+ Sen g(x,3) (k(X, y)Pf(x, y)on)d



Another useful fact :

If Su Th
,y)v(, y) dady = o for all was

,y)

then
,

we can conclude Tac, y) = 0 in -

Example : Suppose we have the following integral equation :

dxdy

(b) (f(x , y) - g(x,y))v(x, y) + JDOXf(X,y)((x, y) v(x
, 3)axdy =

for all v(X, ).
Then : we have :

(bb ((f(x, y) - g(x,y)) + k(x,y) D - Df(x,y))v(x , y)dxdy-
for all v(X ,y

We can conclude : (f(x, Y) - g(x,y) + k(X , y) D . Df(x , y) = 0

for all (X,y)Etaby T



Image denoising by solving PDE (derived from energy minimisation problem)
-Considerthe harmonic - 12 minimization model :

minimize Elf) =S5(, y) - g(,y1)" dedy- dxy
~

-

(look for (continuous) imagedoma f) Observed smoothness of f

Assume that f(x, y) = g(X , y) = 0 on the boundary of [a ,
b) x (a,

b].

Supposef minimizes Elf)
.

Let v : [ab]x[a,b]->1 such that

v(X, y) = 0 on the boundary of [a,
b] x (a ,

b).

Consider f= F + &v : (a ,
b) x (a,

b) + 1
,

which is another image with

fa(X, y) = 0 on the boundary of [a , b] x Casb).

fi(x,y) = f(x ,y) + qV(X,y) = 0 on C(a ,
b)x(a ,

b)) .
"



Consider S : /R-IR defined by :

S(e) * E(f") = E(f + 20) .

Note that SCO) = E(f) = minimum of E
.

Thus
,

s attains its minimum

at E = 0.

-10) =

Nor,(a) =Eftar=b(fixyl + aux, y)-gxy is

+ Sbb((f + v)(x, y)dxya I
1

= (b2(f(x,y + 3r(x,y)-gx,y)) vxyaya (7f + 24v) - (if + 4xv)
It

+b (2Df . Dr + 2312 la dxyo
Df . Df + 29Df . Dr + &"Tr . De

I/

14 fl + 22XfoDv + & 172/2
aXdy

= (b 2(f(x,y) - g(xy))rxy) + 24f(x, 3) Dv(X , y)dxdy



:
. S'10) = 0 = (bf(

, y) - g(x, y)) V(
, y)dxdy + c(x,y)(, y) +y(x,y))ax

for all v(X
, y) .

- (*)

If we can formulate (*) in the form :

bg T(x
, y) vex , y) = 0 for all vxy, a

then we can conclude that T(x, y) = 0 in [a,
b] x (a,b) .

Remark:
· First term is in the form Sbg Th,) vexy

· Second term is NOT.

Need to reformulate the second term.

Strategy : integration by part.



Second term :

/by Af(x, y) Tv(X,y)dxdy = zAf(X,y) v(x, y)dxdy.

All together , we have

0 = S'(0) =S(f(x, y) - g(x,y) ye Afixy)xyladya

Job ((f(x,y)-gxy)) - 2Af(x,y)) v(x, z) dxdyofor

all v(x , Y) .

We conclude :

2 (f(x
,y) - g(x, y) - 2Af(x , n) = 0 for (x , y)e

[a , b] x (a,
b)

or f(x, y) - g(x, y) - Af(X, Y) =0 (converse of Laplacian
masking ?!)


