
Lecture 10:

Recall : DFT of DFT of
f N

· Mathematical formulation of image blur :

M -

g = f xh + n = G = FOH + N
un

- il
- -

Blurry original
noise DFT of cDEiCh)

image image g
At F (m , n),

· Direct inverse filtering : T(u,
v)
=un + 3 sgTH,

G(m ,
n) =F(m , n) H (m ,

n)

(Boast up noise)
~ FIM ,n m

· Modified inverse filtering : ↓ iDFT

B(u, v)=in and Tur=By Sgn(HT.
CFT(F)



Original Blurred image Direct inverse filtering



methoWiener where Secure
Sy(n ,

x = 1 F(u
,
vs)

If Su(u, v) and Sf(n, v) are not known
,

then we let k= to get :

T(u , v)=+ 1

Let F(n
,

v) = T(u
,
v)Gcu,

v)
· Compute F(X, Y) = inverse DFT of F(u

,
v

1H(u, V11
*

Tc,v=



Wiener’s filtering



#Method:Constrainedleastsquare
fitn,is

① INCu ,
wil and IF ,

riK must be known/guessed
② Constant estimation of ratio is not always suitable

Goal : Consider a least square minimization model.

Let g = hxf + n

A * noise

degradation

In matrix form, =D + i
j

,
J

,

n eIR*
,
De MNxN

11

S(g) ↑f) e(n)

- transformation matrix of h* f
stacked image of g (orf)



Constrained least square problem:

What is

EvenI ,
we need to find an estimation of I such that it minimizes

E(f)= Af(x1 subject to the constraint :

11 - DJ/l
"

= E

#Af?

In the discrete case
,

we can estimate :

Af(x, y) = f(x + 1
, y) + f(x, y + 1) + f(x y, y) + f(x , y - 1) - 4f(x ,y)

Taylor expansion :

2#h, y)- 25(,Y
+ f(x

, 9) Put Afy) (x, y->

(x ,y)=
(4 ,y + h) -

2f(x ,y) + f(x, y -h)

- A is the Laplacian in the discrete case



Remark:
· More generally ,

Af = p * f = discrete convolution

where
LetL = transformation matrix

=(ii) representation the convolution

with p.
y= 0 - -

There Of = If

· MinimizingAt is to denoise.L

· Also
,
j = D+ - DF = => II -DEENT

=
: the constraint 115-DF112 is to solve noise level

the deblurring problem.



At Denise
· 11-Dll = E Deblur

&Remark: 11-DJ" = 3 means we Allow some fixed level of noise.

1

11 will



Letf = 3tp + 5)=I transformation matrix representing the convolution
-

Then : E(F) = (L]) +(Lf) with p.

We will prove :

Theorem: The constrained least square problem has the optimate solution

in the spatial domain that satisfies :

(Di + ((TL)] =

y
+ gD

for some suitable parameter U.

In the frequency domain,

#(n ,
vi : = DFT(f)(n ,

v)=VIP GC ,
2)

(H = DFT(h) ; G(ur) = DFT(g) ; Plu ,
v) = DFT(p) where

p =) (



Remark
:ConstrainedsquareFilterin.

-

Let F(u
,
2) = T(u,

v) G(u,
2)

Compute Inverne DFT of F(u
,

2).



Sketchofis to minimize :

TLTLF subject to 11 -DII"
= 2

(j - x])T(g - P])

From calculus
,
the minimizer must satisfy :

D2 * X(("L] + X(j - DT(j -D5)) = 0 for

where F = (fr
,
fr

, . . . ,
Si, ...,

FN)T and X is the Lagrange's multiplier .

Here
,
72 =( ..)

Easy to check : ·(FT) = a

·X(F)
= T

· DIFTAF)= (A +AT)



T = (f
1,
fr

, ... ,
fu) (a) = aifi + anfet ... an e

= as

i.T)def,Can
etc...



:
. D = 0 = (2LTL)] + X) - DTj - xTj + 2xD]) = 0

=> (De + ULTL)] = D
+

g where U = 7 and X is the Lagrange's
multiplier.

ParameterO can be determined by direct substitution into the equation :

(j - Dj)T(j -Dj) = E
.



#Howabout in the frequency (Fourier) domain ?

#twoimportanttheorem
a linear transformation defined by :

O(f) = K * f for all fEMNXN(IR) ,
where

ke MNXN(IR).

Let DeMix(IR) be the transformation Matrix representing O.

That is , f(P(f)) = D3 (f). CIRM2
Here

,
S is the stacking operator .

SCII is the vectorized image of I

(Is) cot of I becomes first n entries of SCI)
,

2nd col of I becomes

second n entries of SCI), ..., etc)



Theorem1 : Let = DFT(k)· Then :

D = W -

ApWT and DT = WEDW +
where

#(0 , 0)T1 , 03
2nd colof

I becomes and
1st col

diagonal entries

jaitcou & (N-1
,

0) ~Ap = I 1st n diagona
entries

I<0, )

. .I &(N-
, 1)

---

& (0
, N-1)

-
-

I&
[S (N+,N+ )

for W = WNQWH where W= mn)0m
,
=N+ MNxn(k)



Example: Let O(f) = * * f where K = DFTCE) =()↑

M2x2

Let D M4xx(IR) be the transformation matrix of O.

Then :

D = WApW+ where Ap =

4
C
8

ja d ·O

and W = WzOWn (Wn = (Y)
= (( *)) ((



TheoremLet W
= WNWNEMNT

E MNXN((R)
.

Consider S(f) = FIR*

Then : El Sistc·

W F = N F(M , 0)IF(0 , 1) ISund oa where F = DFT (f)
F(1 , 1)

F
-



Example: Assume that :

-

#



-

= 32G(0 ,
0)

=
3 (1, 0)

"

G = DFT(g)

i + j = 3 S(G)



Suppose D is the transformation matrix representing the convolution with h.
-

(In other words
, if g = h * f

,
then: = Pfpr)

EN Mixi
Let H = DFT (h) EMNxN

Diagonalization of D

IDNIGHTHANLATERW
~

Stack I to form the diagonal matrix.



Suppose L is the transformation matrix representing the convolution with p.

(In other words
, if g = p * f

,
then:t

pletPFTPENT

(P (N- ,
07/2
IP 10,

11 !?
=NW)pCONTEN(P(N-

, 1)/2

~
Stack 4 to form the diagonal matrix.



Combining these information and substitute into the "governing" equation :

(d D + 0LTL)] = pig,

We get :

·
&

·

(H10
,
01+ V 1P10 ,

01

(H(1 ,
0) 1+ U/P(1 ,

03?
-

.

N4 ( (H(N-+OP(-))F
-)I



Combining all these
,

we get for every (u ,
5),

=

·
&

-
Summary : Constrained least square filtering minimizes :

E(j) = (L])T(LE)

subject to the constraint that :

Ill = E
i

Callow fixed amount of noise



Imagesharpening in the frequency domain

Goal : Enhance image so that it shows more obvious edges.

↓

Method 1 : Laplacian masking
Recall that : Af(X , y)=
In the discrete case

, Af(x , y) =
f(x + 1

,
y) + f(x, y+ 1) + f(x, y-1) + f(x+ 1

, y) - 4f(x, y)

or Af = + * - where p = (1 + 1)
We can observe that - Af captures the edges of the image

add more edges) leaving other region zero)
-

i Shapen image = f + 1 - Af) pxf
I

In the frequency domain : DFT(g) = DFT(f)-DFT(Af)
= DFT(f) - cDFT(p)

.

ODFT(f)

i DFT(g) (n ,v) = /1 - Heaplacian (2
, v1] DFT(f) (2

,
2)

c"DFT(p)


