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Review

· outer measure (M(0 = 0
, M(A) M(Ai) it

Al Ail

· /Caratheodory's Thm) Let He be an outer measure

on X.

Then (X
,
Mc

,
M) is a complete measure space,

where Mc = GEEX : E is M-measurables.

S2 . 2 Topological and metric spaces.

· Topological spaces
· Metric spaces .

Prop .

2 . 3 Let (X
,
M

, M) be a measure space,
where X is a topological space and assume that

M2 Bx (where Syisthe Bore)r-algebra
onX)



Then any continuous function f : X-RR(orIn)
is M-measurable

Pf .

V open G[IR (orE) , by continuity,

f"(G) is open
in X

henc f(z) eBxM. I

Def . (Borel measure

An outer measure M on a topological space X
is said to be a Borel measure if all Bore sets

-

are le-measurable·

Prop 2
. 4 (Caratheodory's criterion).

Let (X ,
d) be a metric space. Let M be

an outer measure on X
. Suppose thatM satisfies

(*) H)AVB) = M(A) +M(B) if d(A , B) > o
,

where d (A , B) = inf (d(X ,
3) : x = A

,
Ye B).



) An outer measure M satisfying (* ) is called a metric
outer measure (-

Then M is a Borel measure.

Proof .

It suffices to show that all closed sets

in X are le-measurable·

Let A be a closed set. We need to show

M(x) = M(CA) + M()(A)
,
XxX

.

For ne IT
, define

An = (x + X : d(x , A)= ]
,

where d(x , A) : = inf &d(X , y) : YEAS.

Then An are closed, And A .

Notice that d)A , An ·
So

d)>A , <An) =
Hence H(C) = M) (A) W(C)An)(

= M(CA) + m(C)An)
,

n.



Next we show that

(** ) im M(c)An) = MCCA, ,

which implies H(c) = M(CA) + H((A)
.

To prove (**)
, define for REIN,

Rm = (x = X : (x , A) )
.

Then

An = Ar (n) with unin

being disjoint.
11I

⑪&

↓
I

Then A = An u (An(A)



So

c( = (p)An)u((An(A)
= (PAn) r((m/RR)

Hence

m(c(A) < M(c)An) * M(> (RR).
To show that Im M(DAn) = M(CA),
it is enough to show

= M( nRR) sc
R= 1

> which implies M) Ra) + o as new)

Notice that R2
,
Rp

,

"

; Rar
,

"

,
have positive

distance between them,



so are Ri
,
Rs

,
Rs,...

Hence

M(c)

=> M((R2)((cnRp) v ... (ceRuk)
= M(cnRz) + M((>(4) .

.. r (> nRzk)
=

= in (cnR2) + ... + M(CRzk) ·

Hence

G

M(cRzr) < M(c) < 0
·

Similarly

M(CnRzR-1) < M(c) so

Therefore M(cm) M() so
I



52 . 3 Locally compact Hansdorff spaces.

Def .
A topological space X is said to be a Hausdorff

-

Space if x
,
YeX With XFY,

= open sets U and V such that

X U
,
yeV and UnV= 0

.

*
Def . A topological space is said to be locally compact

if U Xe X
,
I an open U such that

X = U and J is compact .

↑ ↑

Sclosure of U).

#otation : X is said to be a CHS

if X is a Hansdorff space and locally
compact.



↓mark :
· I" is a LCHS

·

· All compact metric spaces
are (CHS.

Prop 2 . 5. Let X be a LCHS·

Let K I G where K is compact,

G is open in X.

ThenI open V such that V is compact
and

k = V = = G.



Thm 2 . 6 )Krysohn's lemma).

Let X beaLCHS.

Let KIG ,
K compact ,

G open.

Then there exists a cts f : X- RR such that

· supp(f) is a compact subset of G .

· Of(l on X

· f(x) = 1 for all x K

where

supp(f)=Ti : f(x) to] ·

Thm 2.] ) Partition of Unity).
Let X be a LCHS·

suppose 1) = "Ge
,

With Go open
R = 1

sact
.

where K is com



There exist 59, ((X) ,

such that

> Gj and 1 on K

where 9
j <
G;

means that

①Supp(9j) is a compact subset of Gj

② 09,/
on X.

32 . 4 Riesz representation Thm.

· For a topologial space X ,
let

C(X) = (f(((X) : supp(f) is compact) ·

clearly
,

Cc(X) is a vector space .

& that is
,
af +ageG() if f, ge (X)

and a , b + IR)



· A linear functional on avector space
is simply a linear map from the Vector

space to IR.

· A linear functional 1 on C(X) is
calledpositive if

N(f) zo if flo .

Example : Let X be a topological space .

Lethe be a Bore( measure on X

such that M(K) <n for all compact sets K.

Define
N(f) = Sfdm

,
fftk(X)

.

X



ThenA is a positive linear functional
on (c(X)

·

Justification: It is easy to show the positivity and linearity of N .

Below we show that NSf)EIR for feG(X).

Let fe((X) and K = supp(f) .

Then K is compact .

Hence

Sup(f(x) = Sup(f(x) 1 > 0
.

XeX X + K

It follows that

Stan = SfdM .

X

and1Spfdil = Sp/fIdM
= M(k) · Sup(f(x)

XK

< 0
.



Thm 2 . 8 (Riesz representation Thm)
Let X be a LCHS

·

Let 1 be

a positive linear functional on ((X).

Then- a Bonel measure H on X such that

He is finite on every compact set and
·g

Nfl = (fdM , - fEC(X).

· Before the proof, we construct a measure M from N.

Let GE X be non-empty and open. We define

Ho(G) = sup & Nf) : f < G).
that~(Recall f < G means feC(X)

,

0xf = 1
,
Suppl) <G

.

By Wrysohn Lem
, = fE((X) such that f <G

Next set Mo(0) = 0
.



Now for any EIX ,
define

H(E) = inf & Mo(g) : G is open , GTEY
.

Proof of Riess representation Thm (Thm
2 . 8) :

First observe that

Mo(G1) Mo(G2) for open set G ,
G2

with G, G2 .

As a direct consequence ,
we have

(i) M(G) = Mo(G) for open GIX .

(ii) M(E) < M(Er) if E-Ez ·

Next we prove the theorem in 4 steps.

D H is an outer measure
.

② all Borel sets are le-measurable ·

③ M(K) >o for compact K .



& N(f) = Sfam
, feG(X)

.

Step-1 . M is an outer measure.

We need to show that

M(E)-MEj) if EE.
We may assume

MCEj) > 0·

Let 930 . Pick open Gj > Ej such that

M(Ej) < Mo(Gj)- j , ..

Set G = G .

Then G is open

Now we estimate Mo(G). Let f < G .

Let K = supp(f) .

Then K is compact.

since =G= G
,

by compactness
of K

,



& No such that
N

I G.

Then by the theorem of partition of unity,

= 9j5Gj such that

N

% = 1 on K.

We obtain that

f= . % on X.

Hence

N(f) = () 9; )
j= 1

-> No (Gj) Since fe> Gj)

Mo(Gj) ·



Sincef is arbitrarily taken with f > G,
we obtain

Mo(G)[Mo(G)
Hence

G

H(E) - Mo(G) - Mo(Gj)

-M(j)+
=(M(Ej)) + 9

Letting [to gives

M(E) MCEi)
.



Step 2
.M is a Borel measure.

Equivalently ,
we need to show that

all open sets are le-measurable.

Let UzX be open. We need to prove

M(x) = m((u) + r(c(u) ,
EX

.

By the definition of M ,
it is enough to prove

(*) H(G) = M(GU) + M(G(U) ,

o open G

) because if this is true
,

then &230
,

Pick open G>

such that M(C) = H(G) - 2
.

Then by (* )
,

M() = M(G) - 3 = M(gnu) +M(G(u) - E

= M(x) + M(c(u) - 9
.)



To prove (*) ,

We may assume M(G) <0
·

Let [30 ,
and pick@ > G & W such that

N(p) = No (GU) - E
.

Let K = supp(9). Pick ↑ > G)K·

Since supp(t) and K are disjoint,

g +40

Hence

M(G) = Mo(G) = N(9 + 4) -

= X(9) + X(4)

= M(G(U) - a + N(4)
.

Recall that it < G)K is arbitrily taken,
we obtain

M(G) = M(G nw) - 3 + M(G)k)



= M(Gnu) - 2 + M(G(U)

J since G)k > G(U) ·

Letting to gives

h(G) = m(gnu) + M(G(U)
·

step 3. M is finite on compact sets.

We shall prove

M(k) = inf(N(f) : Ksf)
for all compact sets K ,

where K <f means fe((X),
& fu on X and f =I on K

.



We first show M(K) < infEx(f) : k<f)
.

Let feC (X) such that K <f.

For GE(0 , 1)
,
define

Ga = [xeX : f(x) >2].

Then G2 is open and G23K.

Let 9 < G2
.

Then

4 on G

Hence

Ps on X.

It follows that

N(9) = N(f) = [N(f)
There we used the positivity of N)

Hence

M(G2) < N(f)
.



In particular
M(k) < M(Ga) < Nf)

.

Letting &1 gives M(1 = N(f).
This showes M(k) -> inf &Nf) : K < f3.

To show the other direction
,
&30,

we can find open G
> I such that

Fi (k) = H(G) - 3 = M(G) - E
.

By Wrysohn's lemma ,
E fE((X) such that

K > f > G.

Hence

M(k) = M(G) - E

= N(f)-E .

= inf(Ng) : k < g3 - E



Letting to gives the desired inequality,

Step 4 . N(f) = /fam , F feC(X).

To be proved in the next class (.


