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Crowdsourcing

* A requester post micro-tasks on crowdsourcing platform
* £.9., determine whether an image has a tree

* A diverse population of workers give labels tfor a subset
of tasks in exchange for payment




Diverse Qualities of Workers

e Can we use MAB?



Multi-armed Bandit (MAB)
Propblem

* [Ineachtimestept=1,2,...,71:
* Pull a set of arms

e Recelve a reward
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Multi-armed Bandit (MAB)
Problem

* Ineachtimestept=1,2,...,1":

e Select a set of workers

e Recelve a reward
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How to find an optimal set of workers”?
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Crowdsourcing vs. MAB

* |n crowdsourcing:
* Data is unlabelled to begin with

* A particular choice of workers leads to unknown
quality (reward) of their labelling outcome

* In MAB:

* A reward is known instantaneously following a
selection of arms
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The Worker Model

* Set of workers: I ={1,2,..., M}

* Probability that worker ¢ gives a true label: Ps

T

» Assumptions: Quality of worker

1. pi #Fpj,ViF£] Workers are different
-
2.D = 2. v~ 9 Workers are good on average
 log?2
3. M > 5 Justify it later
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The Crowdsourcing Model

* [Ineachtimestept=1,2,...,71:
e Atask k € KR arrives
 [he user selects a subset of workers S; C 9N

 Worker ¢ € S; alabel L;(t) € {0,1} for task &
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The Crowdsourcing Model

* [Ineachtimestept=1,2,...,71:
* Atask k£ € R arrives
* The user selects a subset of workers S; C 9N
 Worker ¢ € S; alabel L;(t) € {0,1} for task &

» How to aggregate the set of labels, {L;(t) }ics, ?
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The Crowdsourcing Model

* Use majority vote to aggregate labels

1€S5;




The Crowdsourcing Model

* Probability of obtaining the correct label

m(St) = D 2 I )

S:SCS,,|S|>[1EtEL11€S eSS
Majority gives the correct label
I
2
Ties broken equally likely
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The Crowdsourcing Model

* Probability of obtaining the correct label

m(St) = D 2 I )

$:SCSy,|S|> 15185 JESIS
Majority gives the correct label
I
2
Ties broken equally likely

* Optimal selection of workers given worker qualities

S* = argmaxgcgnm(S)
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The Crowdsourcing Model

» Cost per task of worker i : ¢;

o Cost per task for a set of workers:




The Crowdsourcing Model

e (Goal:

* Obtaining high quality labels

-

Sl

* Keeping the cost low
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Definition of Regret

R(T) =T -U(S") ZU (St)]

Quality of the optimal set Quahty of the selected set

Z ¢(Sy)] (5]

t=1 _'ﬁ
Cost of the selected set  Cost of the optimal set

* (Goal: minimise these two regrets

20



Offline Optimal Selection of
Workers

* Suppose we are given all worker qualities

* Select an optimal set of workers by solving

S* = argmaxgcgynm(S)
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Offline Optimal Selection of
Workers

Suppose we are given all worker qualities
Select an optimal set of workers by solving
S* = argmaxgcgynm(S)
However,
 The number of possible selections is combinatorial

* Cannot be solved in polynomial time
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Offline Optimal Selection of
Workers

THEOREM 1. Under the simple majority vote rule, the optimal
number of labelers s* = |S™| must be an odd number.
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Offline Optimal Selection of
Workers

THEOREM 1. Under the simple majority vote rule, the optimal
number of labelers s* = |S™ | must be an odd number.

THEOREM 2. The optimal set S* is monotonic, i.e., if we have
i € 8" and j & S* then we must have p; > p;.

» Optimal selection of workers consists of the top s*
workers

* Only need to compute s™

 Only need a linear search from1to M

24



| ack of Ground Truth

* Assign a task to all workers
* Learn the ground truth label by majority vote

 How about the accuracy”

3O 30 30 Yo 3o




| ack of Ground Truth

* Workeri’'s outcome on a given task: z; ~ Bin(p;, 1)
 z; = 1 if her label is correct; z; = 0 otherwise

* Prob. that majority vote over M workers Is correct:

M
P(ZiZl Lg 1




| ack of Ground Truth

Zf’,\; Ly 1 _ 2
P( i >§)21—6XP(—2M(Z?—1/2))

Since we assume that

M
_ Pi 1 log 2
p _;M> > and M > g v

M

Then p(&i=1%i - %) >%

Majority vote over M workers will be correct most
of the time
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Exploration vs. Exploitation

* EXxploitation:

* Assign to an optimal set of worker based on
estimated worker qualities

* Exploration:

* Assign a task to some suboptimal workers to
estimate worker gqualities

e Need to balance this trade-oft

28



EXploration

* Repeatedly assigning a task (tester) to all workers

* Jesting whether a worker answers questions
randomly or consistently

90000
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EXploration

* n-th voting outcome for a tester task k: yx(n)
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EXploration

* Denote by y; (V) the label obtained using majority
vote over N label outcomes yi (1), yx(2), ..., ys(N):

ZnN_—.l ]yk (n)=1
},z (N) — { 1, ]\7 > 0.5

(0, otherwise

* This majority label after Ntests on a test task will be
used to analyse worker qualities
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Exploration vs. Exploitation

* Determine whether we should explore or exploit

O(t) =1 g()|<D, (1) or SkeE(r) s.t. M (1)<Ds (1)

# tasks used for exploration # times k£ has been assigned
* where
1
D(t) = -logt
(e — )2 - 2
MaXpm:m odd M-n(S™)
1
Dy(t) = 5 - log?

(amin — 0.5)
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Online Learning Algorithm

* |nitialise all worker quality to

some value in [0, 1| uniformly

at random

33

: Tnitialization at ¢ = 0: Initialize the estimated accuracy
{P; }ic.a to some valuein [0, 1]; denote the initialization task
as k, sct E(1) = {k} and N, () = 1.

: Attime r a ncw task arrives: If £(z) = 1, the algorithm ex-

plores.

2.1: If there is no task k& € E(t) such that Np(1) < D(1),
then assign the new task to .# and update Z(¢) to in-
clude it and denote it by k: if there is such a task,
randomly select one ol them, denoted by &, o #.
Ni(1) := N.(1) + |; obtain the label y; (8. (1));

2.2: Update y; (Nk(t)) (using the alternate indicator function
notation Iu )

Ra(t) s
-25;1 yll)

y; (ﬁvk ':t:] :] I( Sy 7
Ny \r)

>0.5).

2.3: Update lubelers’ accuracy estimale Vi C .4 :

Z’c—E(z) k armives at umeil(l' ‘f) yitﬁﬁ“)))
{ F/l\

. Else if &€(1) — 0, the algorithm exploits and computes:

S; = argmax,, [7 (§™) = argmax SC# x(Ss) ,

which 1s solved using the linear search property, but with the
current estimates {/i;} rather than the true quantities {p;},
resulting in estimated utility U() and (). Assign the new
task to thosc in S..

4: Setf=r1 | 1 und goto Step 2.



Online Learning Algorithm

e Attimet, a new task k arrives:

e Determine whether we
should explore or exploit

e IfO(t) =1, we explore

* Else, we exploit

34

Initialization at { = O0: Initialize the estimated accuracy
{p; }ic 4 to some value in |0, 1/; denote the initialization task
as k, sct E(t) = {k} and N (r) = 1.

: At time ¢ a ncw task arrives: If £(z) = 1, the algorithm cx-

plores.

2.1: If there is no task k& € E(t) such that Np(1) < D(1),
then assign the new task to .# and update Z(¢) to in-
clude it and denote it by k: if there is such a task,
randomly select one ol them, denoted by &, o #.
Ni(1) := N.(1) + |; obtain the label y; (8. (1));

2.2: Update »: (W (¢)) (using the alternate indicator function
notation I(+)):

Ra(t) s
-25;1 "yl

\r 7N
Ny \r)

Ye(WNe(r)) I >0.5).

2.3: Update lubelers’ accuracy estimale Vi C .4 :

- Zk?E(z),k arrives al time 7 I(Lf ‘f) = yf. (NA '\’)))
pl = Ell\ '

: Else if &€(1) — 0, the algorithm exploits and computss:

S; = argmax,, [7 (S™) = argmax g ¢ T(S) |

which 1s solved using the linear search property, but with the
current estimates {/i;} rather than the true quantities {p;},
resulting in estimated utility U() and (). Assign the new
task to thosc in S..

Set =7 | 1 und goto Step 2.



Online Learning Algorithm

I: Tnitalization at { = (: Initialize the estimated accuracy
{P; }ic.a to some value in [0, 1]; denote the initialization task
as k, sct E(r) = {k} and N, (¢r) = 1.

2: Attime r a ncw task arrives: If £(z) = 1, the algorithm ex-
plores.

3: Else if €(1) — 0, the algerithm exploits and computss:
S; = argmax,, 7 (S™) = argmaxg ¢ Z(S) ,

which 1s solved using the linear search property, but with the
current estimates {;i;} rather than the true quantities {p;},
resulting in estimated utility U'() and #(). Assign the new
task to thosc in S..

4: Sett=r | 1uandgoto Step 2.
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Online Learning Algorithm

: Tnitialization at { = O0: Initialize the estimated accuracy
< P; Yic.# to some value in [0, 1|; denote the initialization task
as k, sct E(t) = {k} and N (r) = 1.

* |t all the tester tasks have
2: Attime r a new task arrives: If £ (z) = 1, the algorithm ex-

been assigned sufficiently plores.

2.1: If there is no task & € E{t) such that Ni(1) < Do (1),
then assign the new task to .# and update Z(¢) to in-

* Assign the incoming task clude it and denofc it by k: if there is such @ task,
randomly select one of them, denoted by k, 0 #.

{0 a” WOI’keI’S Ni (1) := Ni(1) 4 |; obtain the label i (R.(1));
2.2: Update y? (?V;c('t)) (using the alternate indicator function

notation ] )

e Else if there exist tester tasks $h0)
i—1 Jk\L)

have been assigned SrBilel)  H(=gmi > 0.5).
NS Uﬂ: |CI eﬂﬂy 2.3: Update lubelers’ accuracy estimale Vi C .4 :
N Z'c-—E(z)l'dm'%.ummthL(f) .Y((NA“)))

Randomly select one of =
3: Else if €(1) — 0, the algorithm exploits and computss:

them
Sy = argmax,, [7(S™) = argmaxg- ¢ Z(S)
which 1s solved using the linear search property, but with the
° ASS|gn 1T 1O a” Workers current s§timah‘es {/35‘} n'u::ler .t‘,h.%n th‘e true qual'ltitiaq {pi},
resulting in estimated utility U() and #(). Assign the new
task to thosc in S..

4: Setf=r1 | 1 und goto Step 2.
36



Online Learning Algorithm

Majority vote over N (t) label

outcomes

£
;Yy()

M =1 Ni(2)

Estimated ground truth label of task &

: Tnitialization at { = O0: Initialize the estimated accuracy
< P; Yic.# to some value in [0, 1|; denote the initialization task
as k, sct E(t) = {k} and N (r) = 1.

: Attime r a ncw task arrives: If £(z) = 1, the algorithm ex-

plores.

2.1: If there is no task k& € E(t) such that Np(1) < D(1),
then assign the new task to .# and update Z(¢) to in-
clude it and denote it by k: if there is such a task,
randomly select one ol them, denoted by &, o #.
Ni(1) := N.(1) + |; obtain the label y; (8. (1));

2.2: Update y¥(We(t)) (using the alternate indicator function
notation I( )):

g}(l,
) (L s 0).

2.3: Update lubelers’ nccuracy estimale Vi C .4 :

Z’c—E(z) f armives at Umci“L ‘a y‘(ﬁuz)))
{ F/l\

. Else if &€(1) — 0, the algorithm exploits and computes:

S; = argmax,, [7 (§™) = argmax sc.# E(S),

which 1s solved using the linear search property, but with the
current estimates {/i;} rather than the true quantities {p;},
resulting in estimated utility U() and (). Assign the new
task to thosc in S..

4: Setf=r1 | 1and goto Step 2.



Online Learning Algorithm

: Tnitialization at { = O0: Initialize the estimated accuracy
< P; Yic.# to some value in [0, 1|; denote the initialization task
as k, sct E(t) = {k} and N (r) = 1.

Update workers’ quality
. . 2: Attime r a new task arrives: If € (1) = 1, the algorithm ex-
eStImatIOﬂ plores.
2.1: If there is no task k € E(t) such that Np(1) < D»(1),

# labels consistent with estimated ground truth ~  then assign the new task to . and update E{r) to in-
\ clude it and denote it by k: if there is such a task,

randomly select one ol them, denoted by &, o #.
Ni(t) := Ni(t) + |; obtain the label y; (N (1));
Zk&E ),k arrives at time (L ,(t) Nk (t)) | . e

Di

2.2: Update y; (’Vk(t)) (using the alternate indicator function

L (I ) notation Iu )
# labels given by worker ¢ FE)  H(F2 > 0).
KA\*y

2.3: Update labelers’ nccurucy estimate Vi C .4 :

e zkl(t)kamvebalumeil(l"(j yk(ﬁk(t)))

3: Else if €(1) — 0, the algorithm exploits and computss:
S; = argmax,, [7 (§™) = argmax SC# x(Ss) ,

which 1s solved using the linear search property, but with the
current estimates {/;} rather than the true quantities {p;},
resulting in estimated utility U() and #(). Assign the new
task to thosc in S..

4: Setf=r1 | 1 und goto Step 2.
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Online Learning Algorithm

39

: Tnitialization at { = O0: Initialize the estimated accuracy
< P; Yic.# to some value in [0, 1|; denote the initialization task
as k, sct E(t) = {k} and N (r) = 1.

: Attime r a ncw task arrives: If £(z) = 1, the algorithm ex-

plores.

2.1: If there is no task k& € E(t) such that Np(1) < D(1),
then assign the new task to .# and update Z(¢) to in-
clude it and denote it by k: if there is such a task,
randomly select one ol them, denoted by &, o #.
Ni(t) := Ni(t) + |; obtain the label y; (N (1));

2.2: Update y; (N;(('t)) (using the alternate indicator function
notation Iu )

Ra(t)  ya
-25;1 yll)

y; (ﬁvk ':t:’ :’ I( Sy 7N
Ny \r)

-~ \
- 005) .

2.3: Updute lubelers’ accurucy estimale Vi C .4 :

- Z’c—E(z)l‘ammalmnci“L(a )’(‘NH’)))
pi F/l\

. Else if &€(1) — 0, the algorithm exploits and computes:

S; = argmax,, 7 (S™) = argmaxg_¢ #(S) ,

whichis solve line h properly, but with the
current estima F %yl e quantltles {m},
resulting in estimate vy U ( ) ané f(). Assign the new
task to thosc in S..

4: Setf=r1 | 1 und goto Step 2.



Online Learning Algorithm

: Tnitialization at { = O0: Initialize the estimated accuracy
< P; Yic.# to some value in [0, 1|; denote the initialization task
. . as k,sct E| (1) = 1‘.} and N"(f) =1.
Find an optimal set of worker
2: Attime r a new task arrives: If £ (z) = 1, the algorithm ex-
St — argmaXScmﬂ-(S) prOTES.
I 2.1: If there is no task k € E(t) such that Np(1) < D»(1),

- - then assign the new task to .# and update Z(¢) to in-
Estimated quallty of worker set S clude it and denote it by k: if there is such a task,

. . randomly select one ol them, denoted by &, o #.
Search a set with highest R(t) i= B (2) + 1; obtain the label y,(R3 (1)
esnmated qua“ty 2.2: Updarc» (Nk(t)) (using the alternate indicator function
notauonlu )
Ra(t) s
' AL z?=1yk“} - &\
* Assign task k to Sy lBile)  1(Z5 > 05).

2.3: Update lubelers’ accuracy estimale Vi C .4 :

Z’c—E(z) k armives at umeil(l' ‘f) yitﬁﬁ“)))
{ F/l\

3: Else if €(1) — 0, the algorithm exploits and computss:
Sy = argmax,, I7 (S™) = argmaxg- ¢ #(S)

which 1s solved using the linear search property, but with the
current estimates {/i;} rather than the true quantities {p;},
resulting in estimated utility U () and #(). Assign the new
task to thosc in S..

4: Setf=r1 | 1 und goto Step 2.
40



Regret Bounds

U(S*) 2
R(T) < ( 1 )2 €2 (agi, — 0.5)2 {iog (Tj

MaX,m:m odd M-F 1(Sm)

M
+ Amax (2 Z m-n(S")+M)- (2 - al.EﬁZ—z)a

m=1
i Odd

 The regret is in an order of log* T

* Theregret converge as T' — oo

41



Regret Bounds

U(S*)
1 2, 2 . — 2
(maxm:m odd m.n(Sm) a) & ‘ 0.5)

M
1
+Amax(2 ), m-n(S")+M)- (2B a_EﬁZ—z) :
n 0dd
* |nversely proportional to amin

R(T) < log*(T)

M
Amin +— P(ZZM = 1/2)

* Prob. that majority vote of all workers give a correct
label
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Regret Bounds

U(S*)
1 2,2 . |— 2
(maxm:m odd m.n(Sm) a) & ‘ 0.5)

M
1
+ Amax (2 Z m-n(S")+M)-(2p a.EﬁZ—z) i
n 0dd
* |nversely proportional to amin r; ~ Bin(p;, 1)

/

M
Amin +— P(ZZM = 1/2)

R(T) < log®(T)

* Prob. that majority vote of all workers give a correct
label
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Regret Bounds

U(S*)
1 2, 2 . — 2
(maxm:m odd m.n(Sm) a) & ‘ 0.5)

M
1
+ Amax (2 Z m-n(S")+M)- (2 - a_EﬁZ—z) ;
n 0dd
* Inversely proportional to Gmin z; ~ Bin(p;, 1)

/

M :
amin = P(E > 1/2)  avally

R(T) < log*(T)

* Prob. that majority vote of all workers give a correct
label
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Regret Bounds

2igse Ci
(maxm:m oddm'n(sm) Oé) €
Z'eim Ci 2
| Z (log™(T)
(maxm:m oc]i-dm'n(sm) C‘f)Q . 62 . (amzn — 0.5)2

FOM—[8) - (23 men(S™) + M) - (282 + —— )

m=1
 The regretis in an order of log® T

* Theregret converge as T' — oc
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Regret Bounds

2 igs+ Ci

Re(T) < ] -log T
(maxm:m oddm'n(sm) 04)2 . 62
Z'eim Ci 2
| Z -log™(T')
(maxm:m oc]i-dm'n(sm) C‘f)Q . 62 . (amzn — 0.5)2

FOM—[8) - (23 men(S™) + M) - (282 + —— )

m=1

* |Inversely proportional to amin
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Welighted Majority Vote

* Determine the mostly likely label of the task by:

argmax;¢ o 1y P(L7(t) = I|L1(2), ..., Ly (1))

Posterior probability of true label given labels from workers

47



Welighted Majority Vote

* Determine the mostly likely label of the task by:
argmax;c o 1y P(L"(¢) = 1|L1(2),....Lp(2))

* Prob. that the true label is 1 given the labels from
workers:  P(L*(t) = 1|L1(¢), ..., Ly (1))
P(Ly(t),...,Lp(2),L*(t) = 1)
P((Ly(t),...,Ly (1))




Welighted Majority Vote

* Prob. that the true label is O given the labels from
workers:

P(L*() = O|Ly (£), ..., Lo (1))

_ PIF)=0) ) o
- P((Ly(2)y s Lps(2)) ILH pi- [ (1—pi)

L (0)=0 iLi(t)=1

49



Welighted Majority Vote
* Suppose the true label for task k is 1
o Assume equal prior P(L*(t) = 1) = P(L*(t) = 0)
* A true label is produced if

Hz’:Li(t)zl Pi - Hz’:Li(t):O(l —pi) > Hz’:Li(t):O Pi Hz’:Li(t)zl(l — pi)

* Take log(.) on both sides

weighted votes that label is 155  weighted votes that label is O



Welighted Majority Vote

 \Weight of a set of workers S
W(S) =) ieslog 175, VS C M

* [he estimated version using estimated worker
gualities

W(S) = Zzeslog o5, Vo CM

e Use this weighted majority voting scheme to
aggregate labels in the algorithm

51



Regret Bound
R(T) < & 1 U(f*;)z €2 (Qmin — 0.5)%@]

max,, max{4C-m,m-n(S§")}

A M? 1
+ Amax (2 Z m-n(S") + M+ 7)(2[32 | a.8ﬁ2—z)-

m=1

» Also in an order of log® T
 Has a smaller constant than the regret of majority vote

* Converge to a lower regret

52



Simulation Study

o Setup:

* 5 workers

» Generate p; uniformly at random between [0.6, 1]
* Baseline:

* Majority vote over all workers

53



Simulation Study

O
00

—

—e—w/ LS _OL
—— Full crowd-sourcing

Average reward
O
~J
N
-3 —

0.7

el

0'650 200 400 600 800 1000

Time

Figure 3: Performance comparison: online labeler selection v.s.
full crowd-sourcing (majority vote)
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Simulation Study

- 100r 1 J '
S ~=-Simple majority voting
E —~Weighted majority voting
> |
E |
-3 |
S |
QO |
< ; | |
OO 20 40 60 80 100

Time steps

Figure 5: Comparing weighted and simple majority voting within
LS_OL.
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Study on Real Data

* Dataset:
* Collected from Amazon Mechanical Turk
* 1,000 images each labeled by 5 workers
* Baseline:

* Majority vote over all workers

56



Study on Real Data

o 1.8

©

S

o

>

@ 121 AMT5 ruled out - Full crowd ]
<C

0.8 ' '
0 200 400 600 800 1000

Ordered image number

Figure 7: Average error comparison: online labeler selection v.s.
full crowd-sourcing.
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Conclusion

* Purpose two online learning algorithms to:
* |earn worker qualities
* Select the best set of workers
* Aggregate labels from workers

* Conduct a theoretical analysis of the proposed
algorithm

58



