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Abstract—Energy efficiency has become the core issue of
modern CPUs, and it is difficult for existing power models to
balance speed, generality, and accuracy. This paper introduces
McPAT-Calib, a microarchitecture power modeling framework,
which combines McPAT with machine learning (ML) calibration
methods. McPAT-Calib can quickly and accurately estimate
the power of different benchmarks running on different CPU
configurations, and provide an effective evaluation tool for the
design of modern CPUs. First, McPAT-7nm is introduced to
support the analytical power modeling for the 7nm technology
node. Then, a wide range of modeling features are identified, and
automatic feature selection and advanced regression methods
are used to calibrate the McPAT-7nm modeling results, which
greatly improves the generality and accuracy. Moreover, a
sampling algorithm based on active learning (AL) is leveraged
to effectively reduce the labeling cost.

We use up to 15 configurations of 7nm RISC-V Berkeley
Out-of-Order Machine (BOOM) along with 80 benchmarks to
extensively evaluate the proposed framework. Compared with
state-of-the-art microarchitecture power models, McPAT-Calib
can reduce the mean absolute percentage error (MAPE) of
shuffle-split cross-validation by 5.95%. More importantly, the
MAPE is reduced by 6.14% and 3.64% for the evaluations
of unknown CPU configurations and benchmarks, respectively.
The AL sampling algorithm can reduce the demand of labeled
samples by 50%, while the accuracy loss is only 0.44%.

I. INTRODUCTION

Power modeling of integrated circuits is a broad and lasting
research topic [1]. With the slowdown of Moore’s Law and
the breakdown of Dennard scaling, power consumption has
become the bottleneck of modern CPUs performance. In in-
dustry, it is necessary to conduct accurate power-performance
tradeoff analysis at the early design stage to ensure excellent
CPU designs. At the same time, the design space of modern
CPUs is very large, and designers need to conduct extensive
design space exploration (DSE) and optimization to meet
increasingly stringent design requirements. When performing
DSE, it is necessary to model the entire design space (i.e.,
different design parameter configurations along with different
benchmarks), which put forward higher requirements for the
speed, generality, and accuracy of the power model. The
cumbersome analysis flow and large-scale DSE make power
modeling a great challenge for the design of modern CPUs.

Currently, the most accurate power analysis is done by
commercial gate-level power tools (e.g., PrimeTime PX), and
the flow is shown by the dotted-line in Fig. 1. Designers feed
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TABLE I Comparison of Different Power Models

Model Level Speed  Generality Accuracy
PrimeTime PX Gate Low High High
GRANNITE [2] Gate Medium Medium High
PRIMAL [3] RTL Medium Medium High
TCAD’17 [6]  Runtime High Low High
MCcPAT [4] Arch High High Low
MCcPAT-Calib Arch High High High

gate netlist into simulation and power analysis tools, which
usually takes hours or even days to complete. For early DSE,
this will be an unbearable high cost.

To accelerate power modeling, academia has proposed
many modeling methods at different design stages. The com-
parison of different power models is shown in TABLE I. It
is not hard to see that the existing models are difficult to
perform well in terms of speed, generality, and accuracy. At
the gate or RTL level, power models (e.g., GRANNITE [2]
and PRIMAL [3]) are built based on simulation traces using
feature engineering and ML methods, which can achieve
higher accuracy. However, these models require netlist de-
sign and simulation, which is extremely time-consuming.
And most models are design-specific and cannot estimate
unknown configurations well. So it is difficult to use them
for different CPU designs. At a higher microarchitecture
level, power models use design parameters and event statistics
for power modeling, which have the fastest modeling speed
and higher generality. However, these models are difficult to
capture hardware details, resulting in low modeling accuracy.
Analytical power models (e.g., McPAT [4]) are general and
directly usable, but the modeling accuracy is too low [5] to
meet the design requirements of modern CPUs. PMC-based
runtime power models (e.g., TCAD’17 [6]) can also be used
at the microarchitecture level through transformation [7], but
they are design-specific and cannot perform DSE.

Among these power models, McPAT [4] has gained pop-
ularity due to its ease-of-use and readiness. Hierarchical
modeling from a circuit level to high-level system architecture
provides a fast and general power estimation. McPAT enables
designers to modeling power using only microarchitecture
configurations with event statistics, without RTL design and
simulation. However, two shortcomings make it difficult for
original McPAT to help the design of modern CPUs: 1) The
modeling accuracy is very low due to its incompleteness and
architectural disparities in model; 2) McPAT lacks support for
advanced technology nodes (e.g., 7nm FinFET technology).

In this work, we propose a novel framework called McPAT-
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Fig. 1 Power Modeling Flow.

Calib, which combines internal improvements and ML cali-
bration to McPAT to alleviate these problems. Firstly, internal
improvements are made to obtain McPAT-7nm, which sup-
ports the analytical modeling of CPUs under 7nm FinFET
technology. Secondly, automatic feature selection and ad-
vanced nonlinear regression are used to calibrate the McPAT-
7nm modeling results, which greatly improves the accuracy
while ensuring the generality of the power model. Moreover, a
pre-clustering sequential AL sampling algorithm is leveraged
to effectively reduce the labeling cost. The modeling flow
of McPAT-Calib is shown by the solid-line in Fig. 1. It can
quickly and accurately estimate the power of different bench-
marks running on different CPU configurations, providing an
effective tool for modern CPU design.

Our main contributions are summarized as follows:

e We obtain McPAT-7nm by introducing 7nm FinFET
technology and microarchitecture modification. It is the
first step to implement McPAT-Calib.

e We use advanced ML methods to calibrate McPAT-7nm,
which can model dynamic and leakage separately. We
identify a wide range of feature sources and overcome
multicollinearity through automatic feature selection, to
ensure the generality of the power model.

e« We propose a pre-clustering sequential AL sampling
algorithm, which selects the most useful samples to
label, effectively reducing the labeling cost. It is the first
application of AL in power modeling.

e« We conduct an extensive evaluation of the proposed
modeling framework, using up to 80 benchmarks along
with 15 representative configurations of BOOM Core
under 7nm FinFET technology. We also explore 15
regression models, among which the advanced nonlinear
XGBoost Regressor performs best.

The rest of this paper is organized as follows. Section
II introduces the important related work. Section III is an
overview of the problem formation, modeling flow and RISC-
V BOOM. Section IV provides detailed explanations on
proposed McPAT-Calib. Section V conducts an extensive
evaluation. Finally, Section VI concludes this paper.

II. RELATED WORK

To avoid the high cost of gate-level power analysis,
academia has proposed various modeling methods for early

design stages. According to whether RTL design and simula-
tion are needed, power modeling methods can be divided into
two types: microarchitecture level, RTL (and lower) level.

At the microarchitecture level, power models only use
limited design parameters and simulation information for
modeling. Since there is no netlist design and simulation, the
modeling speed is very fast. Analytical power models such
as CACTI [8], Wattch [9], and McPAT [4] try to establish the
internal hierarchical representation of CPUs and use event
statistics to get the final estimate of power. McPAT is very
influential, but its modeling error is as high as 20%-40%
[5]1 [10] and lacks support for advanced technology nodes,
which is difficult to meet the design requirements of modern
CPUs. McPAT-PVT [11] and McPAT-Monolithic [12] realize
technology node update and application range expansion, but
the problem of insufficient accuracy is not considered. Power-
Train [10] uses regression calibration to improve the accuracy
of MCcPAT, but the calibrated model is design-specific and
cannot make good predictions for different configurations.

In addition to analytical models, some ML-based models
can also be used for microarchitecture power modeling.
Earlier works [13] [14] use design parameters to perform
regression modeling to achieve DSE, but it lacks event statis-
tics and cannot accurately model different benchmarks. The
event-based [15] and PMC-based [6] [16] models can also be
used. Jacobson H et al. [15] use a relatively small number
of event statistics to perform power modeling. Walker MJ et
al. [6] build runtime power model that allows separation of
static and dynamic power by automatically selecting optimum
PMC events. Sagi M et al. [16] use nonlinear transformation
to capture relations between performance counters (PMC) and
power, and use least-angle regression to complete the multi-
variate polynomial regression. Reddy BK et al. [7] transform
the PMC-based empirical model [6] into microarchitecture
power model. However, event statistics are closely related
to CPU configuration, so these models are specific to CPU
design, so it is difficult to perform DSE.

RTL and lower level power models require netlist design
and simulation. PrEsto [17] uses linear model and feature
engineering to characterize modules. Yang er al. [18] use
a feature selection technique based on SVD to construct
a single linear power model. PRIMAL [3] uses register



switching activities in simulation traces to build ML power
models of reusable circuit building blocks. Simmani [19] uses
VCD dumps to construct a toggle-pattern matrix, and selects
key signals through clustering to build the power model.
GRANNITE [2] represents the gate netlist as a graph, and
takes register states and unit inputs from RTL simulation as
features to construct the graph neural network (GNN) model
to predict gate toggle rates and average power. These models
can provide more hardware details, and often achieve cycle-
by-cycle accurate modeling. However, these models have
two fatal shortcomings: 1) Netlist design and simulation are
needed, which is costly and slow; 2) Most models are design-
specific and difficult to use for different CPU configurations.

III. PRELIMINARIES

In this section, we will introduce the preliminary knowl-
edge of microarchitecture power modeling.

A. RISC-V BOOM

RISC-V is an open-source instruction set architecture (ISA)
that has received strong attention and support from academia
and industry. Berkeley Out-of-Order Machine (BOOM) [20]
utilizes Chisel [21] to construct a generator for the core, and is
a family of out-of-order RISC-V designs rather than a single
instance of a core. Due to the page limitation, more details
about RISC-V BOOM can be found on the website [22].

Thanks to parametric microarchitecture design, designers
can obtain different BOOM configuration by configuring the
core with different design parameters, such as FetchWidth,
DecodeWidth, etc. shown in TABLE III. The divergent trade-
offs of BOOM between power and performance are needed to
meet various design requirements. For a better BOOM design,
a comprehensive DSE must be implemented, which requires
accurate power modeling of different benchmarks running
on different CPU configurations. Our modeling framework
is dedicated to solving this problem to help the design of
modern CPUs.

B. Problem Formulation

Generally, the total power P can be expressed as:
P= den + Prear = aCVng + VDDIleak:age (D

where Py, is the dynamic power and depends on: the activity
factor «, the switching capacitance C, the supply voltage
Vpp, and the frequency f. The leakage power P, depends
on Vpp and the leakage current Ijcqpq4.. However, modeling
the CPU is very expensive at the transistor level, and we try
to model power at a higher level of abstraction. At the same
time, to meet the requirements of CPU design, it is necessary
to accurately evaluate the power of different benchmarks
running on the different target configurations. The microar-
chitecture power modeling problem can be defined as:

Problem 1 (Microarchitecture Power Modeling). Given dif-
ferent benchmarks B and different CPU configurations C
characterized by microarchitecture design parameters. The
objective of modeling is to estimate the power P;; of each
benchmark B; € B running on each configuration C; € C.

TABLE II Key Parameters of 7nm FinFET Technology

FinFET parameters Value
Supply voltage, Vpp (V) 0.7
Gate length, Lg (nm) 21
Fin height, Hprn (nm) 32
Fin thickness, T's; (nm) 6.5
Fin pitch, Fp (nm) 27

Contacted poly-pitch, C PP (nm) 54

C. Power Modeling Flow

When the CPU configuration and benchmark are given,
the traditional commercial power analysis flow is shown by
the dotted-line in Fig. 1. RTL design and logic synthesis are
required to obtain the gate-level netlist, and then gate-level
simulation and power analysis are performed. The entire flow
is extremely time-consuming. We use the commercial flow as
a golden tool to obtain the ground truth of power.

The flow of our modeling framework is shown by the solid-
line in Fig. 1, which can complete power modeling in a few
seconds. gem5 [23] is used to complete the microarchitecture
simulation of RISC-V BOOM to provide detailed event statis-
tics for McPAT-Calib modeling. First, McPAT-7nm is used for
preliminary analytical power modeling. Then, advanced ML
calibration methods are used to obtain more accurate power
results. Moreover, an AL sampling algorithm is used to reduce
the demand for labeled samples during data acquisition.

IV. McPAT-CALIB
A. Overview of McPAT-Calib

We give an overview of McPAT-Calib to make it easier to
understand the proposed framework, including McPAT-7nm,
ML Calibration, and AL Sampling.

Firstly, McPAT-7nm is used to complete the fast prelim-
inary power modeling of CPUs. McPAT-7nm is obtained
through internal improvements to McPAT, including the in-
troduction of 7nm FinFET technology and microarchitecture
modifications. Secondly, advanced ML methods are used to
calibrate the McPAT-7nm results to obtain more accurate
modeling results. We propose an automatic feature selection
algorithm to overcome the multicollinearity of features to
ensure the generality of the calibrated power model, and
use an advanced nonlinear model to capture the nonlinearity
in power modeling. Moreover, we propose a pre-clustering
sequential AL sampling algorithm, which can effectively
reduce the labeling cost in the data acquisition process.

B. McPAT-7nm

There are two ways to improve the accuracy of McPAT.
The first way is internal improvement. The hierarchical ana-
Iytical modeling method allows researchers to make internal
modifications to provide more accurate power estimates,
but this requires in-depth hardware analysis, which is very
cumbersome. The second way is calibration, but the calibrated
power model obtained by the existing method [10] is specific
to the CPU design and has poor generality, making it difficult
to provide a good estimate for unknown CPU configuration
(i.e., the CPU configuration with different design parameters).



To take advantage of the ease-of-use of the analytical
power model, we introduce McPAT-7nm, which completes
the preliminary power modeling of 7nm CPUs through simple
internal improvements to McPAT. McPAT-7nm is the first part
of the proposed framework and is the basis of McPAT-Calib.
We first introduce 7nm technology parameters and reduce
modeling errors through microarchitecture modification and
empirical coefficient adjustment. These improvements are
easy to implement and very effective.

Unlike ML-based methods, the analytical power model
depends on specific technology parameters. The original Mc-
PAT only supports 180-22nm CMOS technology modeling.
MCcPAT-PVT [11] and McPAT-Monolithic [12] updated it to
22nm and 14nm FinFET technology, but it is still difficult
to meet the latest requirements of modern CPUs. Our target
technology library is 7nm FinFET PDK ASAP7 [24], whose
key parameters are shown in TABLE II. We obtain some
parameters through scaling, and then get the parameters (e.g.,
V/CN) required for McPAT modeling, thus realizing McPAT’s
support for 7nm FinFET technology. In addition to technology
parameters, McPAT also uses some empirical undifferetiated
Core/FU coefficients. We adjust these empirical coefficients
to reduce modeling errors in McPAT-7nm.

In original McPAT, the default pipeline is at least 12
stages, which is very different from RISC-V BOOM Core and
will cause modeling errors. Therefore, we modify McPAT to
support accurate modeling of the BOOM pipeline. In addition,
the default minimum cache size exceeds some parameters of
the low-configuration BOOM cores. Therefore, we modify it.

C. ML Calibration

Due to the high abstraction level of McPAT, it is difficult
to capture all hardware details of modern CPUs, which
inevitably brings low modeling accuracy. PowerTrain [10]
only reweights and sums original McPAT results through
linear regression to calibrate the total power, which leads to
a lack of generality and accuracy.

We propose novel advanced ML methods to calibrate
MCcPAT-7nm, which is the most important step of McPAT-
Calib. To provide more power details, we choose to calibrate
leakage and dynamic separately. To maintain the generality of
MCcPAT-7nm, we chose appropriate modeling feature sources
for leakage and dynamic power, and propose a feature selec-
tion method to automatically select the optimal features that
reflect different CPU configurations and benchmarks. We use
up to 15 regression models for evaluation, which proves the
effectiveness of the proposed calibration methods.

1) Calibration Method and Feature Source: Leakage cal-
ibration. For one CPU configuration, its leakage is a fixed
value (under a certain operating temperature). Therefore, we
predict the leakage of different CPU configurations, i.e., the
average of all samples under the same configuration. This will
cause the number of samples to be greatly reduced. So, we
only select two useful features for leakage calibration, namely
Core.Leakage and Core.Area obtained by McPAT-7nm.

Dynamic calibration. Dynamic is closely related to CPU
configuration and benchmark. It is difficult to achieve high
generality and accuracy by only using McPAT modeling
results as features. As shown in Fig. 2, we choose to use
MCcPAT-7nm results, microarchitecture design parameters, and
event statistics as dynamic modeling features at the same
time. For McPAT results, we use the dynamic of all levels
of modules. Core.Area and Core.Leakage are also used, be-
cause they can provide useful information related to different
configurations. It should be pointed out that gem5 can give
thousands of event statistics. We selected 90 power-related
features according to expert experience and divided them by
numCycles for normalization. The correlation between each
modeling feature and dynamic is shown in Fig. 2.

Algorithm 1 Filter Sequential Feature Selection

Require: allFeatures, all modeling features; k, the number
of features to select; varT hreshold, the variance thresh-
old used to filter features;

Ensure: selectedList, the selected k£ optimal features;

1. for tmpFeature in allFeatures do

2: if var(tmpFeature) < varThreshold then;

3 Delete tmpFeature from all Features;
4 end if

5. end for

6: selectedList = ¢,

7: while selectedList.length < k do

8

9

bestR? = —inf;
for tmpFeature in allFeatures do
10: Cross-Validation(selectedList 4+ tmpFeature);
11: if newR? > bestR? then;
12: bestR?> = newR?;
13: bestFeature = tmpFeature;
14: end if
15: end for
16: Add bestFeature to selectedList;
17: Delete best Feature from all Features;

18: end while

2) Automatic Feature Selection: An important considera-
tion when performing regression is multicollinearity (i.e., the
correlation between modeling features). A large number of
features with high multicollinearity will lead to high model
complexity and lack of stability, and severely lead to over-
fitting. Importantly, it will cause the power model to fail to
accurately predict unknown configurations and benchmarks.
The variance inflation factor (VIF) can be used to quantify
multicollinearity. To find the VIF of a feature, an ordinary
least squares linear regression model can be build which
predicts this feature using the others. Then we can get:

1
C1-R2
where R? is coefficient of determination, as defined in

Equation (4). Generally speaking, a VIF over 10 indicates
strong multicollinearity. As shown in Fig. 2, the VIF of

VIF )
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Fig. 2 Correlation with Dynamic and VIF of Dynamic Modeling Features.

most dynamic modeling features far exceeds this indicator,
so the problem of multicollinearity cannot be ignored. We
propose an automatic feature selection algorithm to solve
this problem. Algorithm 1 first removes features with low
variance (i.e., filters out these features that have little impact
on modeling) to reduce the search space, and then uses
forward sequential selection to obtain the most beneficial &
features. The effectiveness of feature selection is described in
Section V-C.

3) Regression Model: Previous work [16] shows that there
is strong nonlinearity in power modeling, which cannot be
captured by linear models. To solve this problem, we use
advanced nonlinear XGBoost Regressor (XGBR) as the final
dynamic model. To evaluate the effectiveness of the proposed
methods, we compare XGBR with 14 other regression mod-
els, including: (1) Linear Regression (LR); (2) Linear regres-
sion with L1 regularization (Lasso); (3) Linear regression
with L2 regularization (Ridge); (4) Linear regression with
L1 and L2 regularization (ElasticNet); (5) Bayesian Ridge
Regression (BRR); (6) Gaussian Process Regression (GPR);
(7) Regression based on K-Nearest Neighbors (KNNR); (8-
9) Support Vector Regression with Polynomial (Poly_SVR)
and Radial-Basis-Function (RBF_SVR) kernel; (10) Decision
Tree Regressor (DTR); (11) Random Forest Regressor (RFR);
(12) AdaBoost Regressor (ABR); (13) Gradient Boosting
Regressor (GBR); (14) Bagging Regressor (BAGR).

D. Pre-clustering Sequential AL Sampling

To build an accurate power model, one needs to have
a large number of labeled training samples, i.e., samples
whose modeling features and power ground truth are both
known. Generally the more the labeled training samples are,
the better the modeling performance is. However, labeling
samples (i.e., to get the ground truth of power) requires gate-
level simulation and power analysis, which is time-consuming
and an unacceptable cost. In our experiments, the whole flow
for each sample takes approximately 5-20 hours.

Therefore, we propose a sampling algorithm based on
active learning (AL) [25] to reduce the labeling cost in the
training data acquisition process. It is the first application
of AL in the field of power modeling. AL aims to use a

well-designed algorithm to select the most useful training
samples to label under a limited budget, to maximize learning
performance at a lower labeling cost.

Contrary to obtaining the ground truth, it is easy to obtain
modeling features of a sample and only takes a few seconds.
We propose a pool-based sampling method, namely Pre-
clustering Sequential AL Sampling, as shown in Algorithm 2.
Suppose we have obtained the features of all N samples
as an unlabeled sample pool {z,})_,. First, Algorithm 2
selects representative initial samples {z,, }¢_; to query label
{y,}4_, through clustering, so that the sample query strategy
can build a basic model. Then, it enters the iterative stage,
each time the most useful sample « is selected to query label y
according to the sample query strategy, and the newly labeled
sample (x,y) is added to the training set. Finally, these
labeled samples {(z,,,y,)}2L, are used to build a model
f(x) that can achieve the best performance.

Algorithm 2 Pre-clustering Sequential AL Sampling

Require: S, a set of unlabeled samples {z,})_;, where
x, € R M, the maximum number of samples to label;
Ensure: X, the training set of labeled samples
{(xn,yn) M ,; f(=), the regression model;
I K =¢;
2: Perform k-means clustering on S to obtain d clusters,
Gi,i = ]., ceey d;
:fort=1:ddo
Select the sample x closet to the center of C; to label;
Add (z,y) to XK, delete « from §;
end for
cfori=d+1: M do
Use the sample query strategy iGS to select the most
beneficial sample x in S to label,
9: Add (z,y) to XK, delete « from §;
10: end for
11: Use the training set X to build the power model f(x).

e AN

1) Initial Samples Selection: Some existing AL methods
[26] [27] usually select initial samples randomly, resulting in
poor quality of initial samples. We use a better initialization



TABLE III Design Parameters and Power Statistics of Our 15 BOOM Configurations

Parameters | SmallBoomConfig MediumBoomConfig LargeBoomConfig MegaBoomConfig GigaBoomConfig
| SE Default Pro | SE Default Pro SE Default  Pro | SE Default  Pro | SE Default  Pro
FetchWidth 4 4 4 4 4 8 8 8 8 8 8 8 8 8 8
DecodeWidth 1 1 1 2 2 2 3 3 3 4 4 4 5 5 5
FetchBufferEntry 5 8 16 8 16 24 18 24 30 24 32 40 30 35 40
RobEntry 16 32 48 64 64 80 81 96 114 112 128 136 125 130 140
IntPhysRegister 36 52 63 64 80 88 88 100 112 108 128 136 108 128 140
FpPhysRegister 36 48 56 56 64 72 88 96 112 108 128 136 108 128 140
LDQ/STQEntriy 4 8 16 12 16 20 16 24 32 24 32 36 24 32 36
BranchCount 6 8 10 10 12 14 14 16 16 18 20 20 18 20 20
Memlssue/FplssueWidth 1 1 1 1 1 1 1 1 2 1 2 2 2 2 2
IntIssueWidth 1 1 2 1 2 2 2 3 3 4 4 4 5 5 5
DCache/ICacheWay 2 4 8 4 4 8 8 8 8 8 8 8 8 8 8
DCache/ICache TLBEntry 8 8 16 8 8 16 16 16 32 32 32 32 32 32 32
DCacheMSHR 2 2 4 2 2 4 4 4 4 4 4 8 8 8 8
ICacheFetchBytes 2 2 2 2 2 4 4 4 4 4 4 4 4 4 4
Min.Power(mW) 9.54 10.22 12.11 | 11.89 13.10 19.07 | 2136 22.81 28.03 | 26.39 34.10  34.57 | 37.15 3412 36.70
Max.Power(mW) 14.13 16.69 19.94 | 22.64 2774 3279 | 38.07 4256 50.52 | 51.36  62.72 64.22 | 61.80  59.75 63.82
Avg.Power(mW) 11.76 13.53 15.64 | 1642 17.94 24.60 | 28.02  30.02 35.97 | 36.55 4406 4552 | 4562 4326 4638
Std.Power(mW) 1.22 1.70 1.73 2.81 3.95 3.76 4.62 5.00 5.56 6.06 7.27 7.84 6.00 6.64 7.10

approach, i.e. pre-clustering, to ensure the diversity and
representativeness of initial samples. Assuming that there are
N samples, we will select d initial samples, where d is the
dimension of features. For [NV unlabeled samples, we perform
k-means (k = d) clustering, and then select the sample closest
to the cluster center from each cluster.

2) Sample Query Strategy: In each iteration, assuming that
k samples {x,,}* _; have already been labeled with outputs
{ym }%,_,, the sample query strategy is used to select the most
useful sample from the remaining N — k unlabeled samples
{x, 10, 41 to label . We use an advanced query strategy iGS
[28], which selects new samples to increase the diversity in
both feature and label spaces. First, the feature distance d,,
between each unlabeled sample x,, and each labeled sample
&, is computed. Then, a power model f(x) is built using
the labeled samples, and the label distance d¥,, between the
prediction f(x,) of each unlabeled sample x,, and the label
ym of each labeled sample x,, is computed. Finally, iGS

computes diY = mmdimd%m of each unlabeled sample and

selects the sample "with the maximum drY to label.

3) Stop Criteria: Since sample labehng is extremely time-
consuming, we can only label a limited number of samples
under a given budget. When the maximum number M is
reached, the sampling algorithm stops and uses all selected
labeled samples to build the final power model f(x).

V. EVALUATION

We conduct a comprehensive evaluation of proposed frame-
work. We first introduce the experimental settings in Sec-
tion V-A, and then evaluate the effectiveness of proposed
methods in Section V-B to Section V-E. More importantly,
we compare McPAT-Calib with previous work to prove its
superiority, as shown in Section V-F.

A. Experiments Settings

We have expanded the official 5 RISC-V BOOM configu-
rations, and obtain a total of 15 configurations for evaluation.
Their design parameters are evenly distributed in the design
space, and they are quite different from each other, enough to
evaluate the generality of power models. Design parameters
and power statistics are shown in TABLE III.

To comprehensively evaluate the power performance of
CPUs under different workloads, we select up to 80 bench-
marks as shown in Fig. 5, covering commonly used bench-
marks. The sources are as follows: 8 benchmarks from riscv-
tests [29]; 19 representative isa from riscv-tests by executing
200 loops to increase the ratio of effective instructions to
prevent incorrect estimates; most of the rest 53 benchmarks
are derived from previous open source projects [30] [31]. We
make simple modifications to some benchmarks to enable
them to complete RISC-V simulations.

We use 7nm ASAP7 PDK [24] and commercial gate-
level power analysis flow (Genus for logic synthesis, VCS
for simulation @ 500MHz, and PrimeTime PX for power
analysis) to obtain the power ground truth. All 1200 samples
are obtained for evaluation, using 15 BOOM configurations
along with 80 benchmarks.

Mean absolute percentage error (MAPE) and coefficient of
determination (R?) are two metrics to evaluate the accuracy
of power modeling results, which are defined as:

MAPE = Z P

Zl (py7e — plruthy?
Z (p1;7 uth ﬁ)2

where p is the power truth, ppred is the power estimation,
and p= 1 3" piruih is the average of power truth.

P”’d ruth|

x 100%, 3)

truth

R*=1- (4)

truth

B. McPAT-7nm

As an analytical power model, McPAT-7nm can be used
directly without training. Therefore, it can directly model the
power of all samples. The scatter diagram of McPAT-7nm
modeling results and ground truth is shown in Fig. 3(a), where
MAPE = 13.02% and R? = 0.817.

C. McPAT-Calib: Leakage and Dynamic Power

Unlike analytical power models, data-driven ML methods
need to use labeled samples to train a model and then
make predictions. Therefore, we use cross-validation [32] to
evaluate the 15 regression models described in Section IV-C3.
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Fig. 4 Power Modeling Results of Different Configurations.

1) Leakage Power: Leakage is bound to the CPU config-
uration. Therefore, we mainly evaluate the predictive ability
of leakage for unknown CPU configurations. Specifically, the
average leakage ground truth under each CPU configuration
is taken as the prediction target, so there are 15 samples
in total. We use 14 samples representing 14 configurations
to train the leakage model and predict another unknown
configuration, and repeat 15 times. The results of each model
are shown in TABLE IV, where the 2-degree Ploy_SVR can
achieve the best modeling results with MAPE = 4.47%.

2) Dynamic Power: To evaluate the generality of the power
model, we perform 15-fold cross-validation [32] according to
configuration, train the dynamic model with samples in 14
known configurations, and predict the dynamic of samples
in another unknown configuration. More importantly, we
compared the modeling results using all dynamic modeling
features and the selected features after automatic feature
selection. The results show that all models can get better
results after feature selection, which can effectively avoid
overfitting and improve the generality of the model.
Dynamic-Total Features. We first use all features for mod-
eling, and the results are shown in TABLE IV. The ad-
vanced non-linear model XGBR achieves the best result with
MAPE = 7.40%, and MAPE of most linear regressors are up
to 15-20%. It can be seen that when all features are used for
dynamic modeling, the results are not ideal. This is caused
by the multicollinearity of features. The model is overfitted
on the training samples of known configurations and cannot
predict the samples of unknown configurations well.
Dynamic-Selected Features. As shown in TABLE IV, after
automatic feature selection, fewer modeling features are used
to get better modeling results. The modeling accuracy of all
regressors has been improved, especially for linear models.
This verifies the effectiveness of the proposed feature se-

TABLE IV Leakage and Dynamic Modeling Results

R ‘ Leakage  Dynamic-Total F. Dynamic-Selected F.
egressors

MAPE | MAPE  R? k* MAPE  R?
LR 7.34% 20.85% 0.816 | 48  7.40%  0.954
Lasso 8.08% 17.97%  0.869 | 48  7.55%  0.951
Ridge 7.10% 21.88%  0.790 | 48  7.31%  0.954
ElasticNet 6.77% 16.36%  0.889 | 22 9.20%  0.929
BRR 7.74% 18.50%  0.867 | 48  7.30%  0.954
GPR 7.72% 16.29%  0.895 15 932% 0924
KNNR 8.21% 20.64%  0.783 13 1321% 0.903
Poly_SVR 4.47% 35.04% 0462 | 18 934%  0.923
RBF_SVR 6.09% 31.41%  0.504 | 21 8.99%  0.940
DTR 7.76% 1470%  0.877 | 22 11.61% 0914
RFR 7.46% 10.56%  0.943 6 8.09%  0.958
ABR 7.64% 1424% 0907 | 11  13.26%  0.893
GBR 8.88% 1098% 0936 | 28 9.25%  0.943
BAGR 7.59% 11.41%  0.931 6 9.92%  0.933
XGBR 7.81% 7.40% 0961 | 17 6.23%  0.969

* k: The Number of Selected Features.

lection algorithm, which effectively overcomes the adverse
effects of multicollinearity and automatically selects modeling
features that can reflect different configurations and bench-
marks. After feature selection, the best modeling result is
still achieved by XGBR, where MAPE = 6.23% using 17
automatically selected features (with blue fonts in Fig. 2).

D. McPAT-Calib: Total Power

In this subsection, we give the total power results. More
critically, the generality (i.e., the ability to model unknown
CPU configurations and benchmarks) of the proposed frame-
work is evaluated. According to the leakage and dynamic
modeling results, we use Ploy_SVR to build the leakage
model and use XGBR to build the dynamic model with 17
selected features. The sum of the outputs of the two models is
the modeling result of total power. Unless otherwise specified,
all powers in the following refer to the total power, and
MCcPAT-Calib’s power model is implemented in this way.

1) Shuffle-Split Cross-Validation (ML-Shuffle): We first
perform 15-fold shuffle-split cross-validation on all samples,
and the scatter diagram of the modeling results is shown in
Fig. 3(b), where MAPE = 3.38%, R? = 0.989.

2) Modeling Unknown Configurations (ML-Config): To
determine whether a power model can help the DSE of
modern CPUs, the most important thing is to evaluate whether
it can accurately model unknown CPU configurations, i.e.,
configurations with different design parameters. Therefore,
we use 1 previously invisible configuration as the test set
and use the remaining samples with 14 known configurations
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Fig. 5 Power modeling results of different benchmarks.

as the training set to build the calibrated power model. A 15-
fold cross-validation is performed, and the modeling results
are shown in Fig. 3(c), where MAPE = 5.22%, R? = 0.978.

3) Modeling Unknown Benchmarks (ML-Benchmark):
Similar to unknown configurations, the power model’s ability
to model unknown benchmarks is also a manifestation of its
generality. To model unknown benchmarks, 4 previously in-
visible benchmarks are used as the test set, and the remaining
benchmarks were used as the training set. A 20-fold cross-
validation is performed, and the modeling results are shown
in Fig. 3(d), where MAPE = 5.96%, R? = 0.958.

Fig. 4 and Fig. 5 show the modeling accuracy of different
CPU configurations and benchmarks. As shown in the figures,
under different evaluation strategies, the modeling accuracy of
MCcPAT-Calib is much higher than McPAT-7nm, which proves
the accuracy and generality of the ML calibration methods.

E. AL Sampling

The AL sampling algorithm is added to the modeling
for unknown configurations. Specifically, it performs 15-fold
cross-validation according to CPU configurations. In each val-
idation process, the AL sampling algorithm is used to select
a specific number of beneficial samples from 1120 unlabeled
training samples to label, and a calibrated power model is
built to predict 80 test samples. To eliminate randomness, we
take the average of 15 validation processes. TABLE V shows
the test MAPE under several typical sampling ratios.

The result shows that our pre-clustering sequential AL
sampling algorithm can effectively reduce the demand for
labeled samples, and high modeling accuracy can be achieved
when only a limited number of labeled samples are used. Our
AL sampling algorithm can reduce the demand for labeled
samples by 50% with only a 0.44% loss of accuracy. When the
labeled samples reach a certain ratio (e.g., 60%), the modeling
error tends to converge, showing smaller fluctuations.

F. Comparison with Previous Work

To prove the superiority of our modeling framework,
MCcPAT-Calib is compared with previous microarchitecture
power modeling methods. As described in Section II, it
is compared with the parameters-driven model HPCA’07

TABLE V MAPE under several typical sampling ratios

Ratio | 10%(112) 20%(224) 30%(336)  40%(448)  50%(560)
MAPE | 8.68% 6.91% 6.41% 5.92% 5.66%
Ratio | 60%(672) 70%(784) 80%(896) 90%(1008)  100%(1120)
MAPE | 5.65% 5.77% 5.47% 5.56% 5.22%

TABLE VI Comparison with previous work

Methods ‘ Shuffle-Split Unknown Config.  Unknown Bench.
| MAPE R? | MAPE  R? | MAPE R?

HPCA'07 [14] | 1531% 0.807 | 18.37%  0.752 | 15.34%  0.807
TCAD'17 [6] | 11.71% 0.899 | 14.31% 0.875 | 13.56%  0.842

TCAD20 [16] | 22.51% 0.746 | 24.58% 0711 | 23.92%  0.690
PowerTrain [10] | 9.33% 0926 | 11.36% 0906 | 9.60%  0.921
McPAT-7Tnm | 13.02% 0817 | 13.02% 0817 | 13.02% 0.817

MCcPAT-Calib | 3.38% 0989 | 522% 0978 | 596%  0.958

[14], the event-driven modeling methods TCAD’17 [6] and

TCAD’20 [16], and the McPAT-based calibration method
PowerTrain [10]. As shown in TABLE VI, McPAT-Calib is
much higher than previous work in terms of accuracy and
generality. Compared with state-of-the-art models, McPAT-
Calib can reduce the MAPE of shuffle-split cross-validation
by 5.95%; more importantly, it reduces the MAPE of estimat-
ing unknown CPU configurations by 6.14%, and the MAPE
of estimating unknown benchmarks by 3.64%.

VI. CONCLUSION

We propose a microarchitecture power modeling frame-
work named McPAT-Calib that combines McPAT-7nm and
advanced ML calibration methods, taking into account gen-
erality and accuracy. First, we made internal improvements
to obtain McPAT-7nm to support power modeling of 7nm
CPUs; Then, the ML calibration methods such as automatic
feature selection and advanced nonlinear regression are used
to improve the accuracy of McPAT-7nm; Finally, to reduce
the labeling cost of ML calibration, a sampling method based
on active learning is proposed, which effectively reduces the
demand for labeled samples. We have extensively evaluated
the proposed framework, and its superiority is proved by
experimental results. This work will effectively promote the
modeling and design of modern CPUs.
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