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Sand from Centuries Past Send Future Voices Fast
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Interdependence is and 
ought to be as much the 

ideal of man as self-
sufficiency. 

Mahatma Gandhi

Man is a social being.
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A Brief History of the World
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A Brief History of the World
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Billionaires’ Shuffle
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Facebook’s Global Audience
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Facebook’s Growth Stats
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EU Commission on Social Computing

［Ala-Mutka et al. 2009］
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EU Commission on Social Computing

［Ala-Mutka et al. 2009］
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Twitter in Spotlight
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Topics in Social Computing
• Social Behavior Analysis and 

Modeling

• Social Media

• Social Network Theory and 
Models

• Link Analysis/Graph Mining/
Large Graph Algorithms

• Learning to Rank

• Recommender Systems/
Collaborative Filtering

• QA/Sentiment Analysis/
Opinion Mining 

• Human Computation/
Crowdsourcing

• Risk, Trust, Security, and 
Privacy

• Monetization of Social 
Computing

• Software Tools and 
Applications

• and many, many more...
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Web 2.0

• Web as a medium vs. Web as a platform

• Read-Only Web vs. Read-and-Write Web

• Static vs. Dynamic

• Restrictive vs. Freedom & Empowerment

• Technology-centric vs. User-centric

• Limited vs. Rich User Experience

• Individualistic vs. Group/Collective Behavior

• Consumer vs. Producer

• Transactional vs. Relational

• Top-down vs. Bottom-up

• People-to-Machine vs. People-to-People

• Search & browse vs. Publish & Subscribe

• Closed application vs. Service-oriented
Services

• Functionality vs. Utility

• Data vs. Value

http://www.boingboing.net/2006/02/06/dozens-of-web-20-com.html
http://www.boingboing.net/2006/02/06/dozens-of-web-20-com.html
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Social Networks

Society: 
Nodes: individuals
Links: social relationship 
(family/work/friendship/etc.)

S. Milgram and John Guare: Six Degree of Separation.
Social networks: Many individuals with diverse social 

interactions between them.                                
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Social Networks
• The Earth is developing an electronic nervous system, a 

network with diverse nodes and links.

-computer
-routers
-satellites

-phone lines
-TV cables
-EM waves

Communication networks: many non-identical 
components with diverse connections between them.
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Social Networking Sites
• Example of Social Networking Sites: FaceBook, 

MySpace, Blogger, QQ, etc. 
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Social Search

• Social Search Engine

• Leveraging your social 
networks for searching
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Social Media

http://flickr.com/
http://flickr.com/
http://youtube.com/
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Social News/Mash Up
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Social Knowledge Sharing

http://wikipedia.org/
http://wikipedia.org/
http://www.socialcomputingmagazine.com/viewcolumn.cfm?colid=565
http://www.socialcomputingmagazine.com/viewcolumn.cfm?colid=565
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Social/Human Computation

http://www.cs.cmu.edu/~biglou/
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Web 2.0 Revolution

• Glocalization-think globally 
and act locally!

• Weblication-Web is the 
application!

• Three C’s

Connectivity

Collaboration

Communities

http://en.wikipedia.org/wiki/Image:Cup_or_faces_paradox.svg
http://en.wikipedia.org/wiki/Image:Cup_or_faces_paradox.svg
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Social Relations

trust

identity

reputation

accountability

presence

social role

expertise

knowledge

ownership

cardinal

integer

real

binaryteams

communities

organizations

cohorts

populations

markets

groups
partners

crew

squad
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Social Computing

Social
Behavior

blogs

emails

instant 
messaging

social
bookmarking

wikis

social network
services

mobile
devices

Intelligent
Computation

collaborative
filtering

tagging

opinion
mining/

sentiment
analysis

large graph
algorithms

social
marketing

human
computation

security & privacy

ranking

query logs 
analysis

Clustering

Regression

Classification

Model Selection

Theory

Algorithms

NLP

Collective Intelligence
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Definition of Social Computing

• Any Computer-mediated communication and 
interaction

• In the weaker sense:  supporting any sort of social 
behavior

• blogs, email, instant messaging, wiki, social network services, 
social bookmarking

• In the stronger sense: supporting “computations” that 
are carried out by a group of people

• collaborative filtering, online auctions,  prediction markets, 
reputation systems, tagging, verification games

[wiki]
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Emerging Issues

• Theory and models

• Seach, mining, and ranking of existing information, 
e.g., spatial (relations) and temporal (time) domains

• Dealing with partial and incomplete information, 
e.g., collaborative filtering, ranking, tagging, etc.

• Scalability and algorithmic issues 

• Security and privacy issues

• Monetization of social interactions
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Computational Perspective

• Classification, clustering, regression, etc.

• New insights on the data

• Social relations are often hidden (latent)

• Change data from            to

•       = context in tags, relations, ratings, etc.

• data type = binary, integer, real, cardinal, etc.

(x, y)

c(x)

(x, c1(x), c2(x), · · · , y)
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Topics in Social Computing
• Social Behavior Analysis and 

Modeling

• Social Media

• Social Network Theory and 
Models

• Link Analysis/Graph Mining/
Large Graph Algorithms

• Learning to Rank

• Recommender Systems/
Collaborative Filtering

• QA/Sentiment Analysis/
Opinion Mining 

• Human Computation/
Crowdsourcing

• Risk, Trust, Security, and 
Privacy

• Monetization of Social 
Computing

• Software Tools and 
Applications

• and many, many more...
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Playing/Having Fun            Work/Computation?

http://www.iconocast.com/EB000000000000118/Z6/News1_0.jpg
http://www.iconocast.com/EB000000000000118/Z6/News1_0.jpg
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Idea of Human Computation

• Take advantage of people’s desire to be entertained and 
perform useful tasks as a side effect

http://www.mcsurf.com/%2520PLAY_PUMP.jpg
http://www.mcsurf.com/%2520PLAY_PUMP.jpg
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Social/Human Computation

http://www.cs.cmu.edu/~biglou/
http://www.cs.cmu.edu/~biglou/
http://www.cs.cmu.edu/~biglou/
http://www.cs.cmu.edu/~biglou/
http://www.cs.cmu.edu/~biglou/
http://www.cs.cmu.edu/~biglou/
http://www.cs.cmu.edu/~biglou/


Introduction to Social Computing, Irwin King, DASFFA 2010, April 1-4, 2010, Tsukuba, Japan

Human Computation
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Why Is It Important?

• Some statistics (July 2008)

• 200,000+ players have contributed 50+ million labels.

• Each player plays for a total of 91 minutes.

• The throughput is about 233 labels/player/hour (i.e., one 
label every 15 seconds)

• Idea behind

• Solve some problems which are difficult to be solved by 
computers.

• Take advantage of people’s desire to be entertained.

• Produce useful metadata as a by-product.



Games With A Purpose
• Matchin

• Image search by aesthetic value

• Babble

• Translate foreign language into 
English

• InTune

• Tags songs with description text

• Squigl

• Image segmentation

• Verbosity

• Database of common knowledge 
description
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Background

• Human Computation Systems (HCS) aim to solve 
Artificial Intelligence (AI) problems through the human 
human interactions

• In order to ensure the collected information to be 
useful, we have to:

1. guarantee the quality of collected information

2. attract more people to contribute information
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Types of HCS

• The categories of the human computation systems are:

1. Initiatory Human Computation

2. Distributed Human Computation

3. Social Game-based Human Computation with volunteers or 
paid engineers

4. Social Game-based Human Computation with online players
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Initiatory Human Computation (1)

• Objective:  To complete some tasks that are natural for 
humans but difficult for computers even computation 
power increased rapid recently  

• Example (1):  CAPTCHA 

• A computer generated challenge-response test

• Objective: To distinguish humans from computers using a 
common sense problem
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Initiatory Human Computation (2)

• Example (2):  reCAPTCHA 

• Objective:  To produce valuable common sense knowledge 
to improve the OCR quality in digitizing books 

• Combining two words: one identified word; and one 
unidentified word

• If a user recognizes the identified word, the answer to the 
unidentified word is assumed to be correct
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Initiatory Human Computation (3)
• Example (2): reCAPTCHA 
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reCAPTCHA
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Chinese CAPTCHA
Ling-Jyh Chen, Institute of Information Science, Academia Sinica, Taipei, Taiwan
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Distributed Human Computation (1)

• Objective:  To encourage a huge population of Internet 
users to contribute to solve the difficult AI problems 

• Example (1):  Razor 

• To use human votes to determine if a given email is spam 
(anti-spam mechanism)

• Example (2):  Proofreader 

• To give a (small) portion of the image file and corresponding 
text (generated by OCR) side-by-side to a human 
proofreader
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Distributed Human Computation (2)

• Example (3):  Wikipedia 

• The collective knowledge is distributed in that essentially 
almost anyone can contribute to the Wiki
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Distributed Human Computation (3)

• Example (4):  Yahoo! Answers 

• To provide automated collection of human reviewed data at 
Internet-scale
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Distributed Human Computation (4)

• Example (5):  Yahoo! Suggestion Board 

• An Internet-scale feedback and suggestion system
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Distributed Human Computation (5)

• Example (6):  Amazon Mechanical Turk 

• It provides monetary rewards for tasks

• Example (7):  LabelMe 

• A web-based tool for image annotation

• Anybody can annotate image using it.  You can only have access 
to the database once you have annotated a certain number of 
images. 

• Example (8):  43Things

• To collect goals from users and help them to find other users 
who have similar goals

• Example 9:  MajorMiner 

• Music annotation game
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Amazon Mechanical Turk
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Example of Mechanical Turk
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Distributed Human Computation (6)

• Example (10):  Yahoo’s flickr

• It is a photo-sharing site with captions being used as photo 
tags
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Social Game-based Human Computation with 
Volunteers or Paid Engineers (1)

• Recently social games were proposed to collect 
accurate information from players as a side effect of 
their playing

• The players are volunteers or paid engineers

• Disadvantages: 

• Rely on online volunteers or paid engineers to enter 
information explicitly

• Unable to scale up the system due to high cost

• No validation mechanism to guarantee that the information  
collected is accurate
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Social Game-based Human Computation with 
Volunteers or Paid Engineers (2)

• Most of the games at early stage aimed to collect 
commonsense knowledge. 

• Example (1):  Cyc 

• To collect information from the input by paid knowledge 
engineers

• Example (2):  Open Mind 

• To collect common sense knowledge from people to 
develop intelligent software 

• Shortcoming: was too reliant on the unpaid volunteers to 
donate their time to contribute information
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Social Game-based Human Computation with 
Volunteers or Paid Engineers (3)

• Example (2):  Open Mind 
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Social Game-based Human Computation with 
Volunteers or Paid Engineers (4)

• Example (3):  Mindpixel

• Reward those Internet users who consistently validate a fact 
inline with the other users

• Shortcoming: the cost is high!

• Example (4):  Wildfire wally

• To solve the maximum clique problem

• Shortcoming: rely on unpaid volunteers to donate their time 
to contribute information
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Social Game-based Human Computation with 
Online Players (1)

• Later, social games were proposed to collect 
information from the players as a side effect of their 
playing

• Advantage: 

• It encouraged more Internet users to contribute 
information to solve the AI problems because of the 
increasingly popularity of online game

• TWO important factors for collecting information 
effectively from players through a social game: 

• Guarantee the quality of collected information

• Maintain the enjoyment of players in the game
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Social Game-based Human Computation with 
Online Players (2)

• To collect text information from images

• Examples (1):  ESP game
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Social Game-based Human Computation with 
Online Players (3)

• To collect text information for images: 

• Examples (2):  Peekaboom
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Social Game-based Human Computation with 
Online Players (4)

• To collect commonsense knowledge: 

• Examples (3):   Verbosity
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Social Game-based Human Computation with 
Online Players (5)

• To collect subjective descriptions of sounds and music: 

• Example (4):  Tagatune
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Social Game-based Human Computation with 
Online Players (6)

• To learn colleagues’ bookmarks in an organizational 
goal: 

• Example (5):  Dogear Game
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Social Game-based Human Computation with 
Online Players (7)

• To tag locations in the real world through gameplay in 
mobile social games:

• Example (6):  Gopher guessing game
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Social Game-based Human Computation with 
Online Players (8)

• To tag locations in the real world through gameplay in 
mobile social games:

• Example (7):  Gopher guessing game 
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Entertainment Shopping 
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Categorization of Social Games
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Summary
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Crowsourcing

• Crowdsourcing = Crowd + Outsourcing

• Soliciting solutions via open calls to large-scale 
communities

• INNOCENTIVE

• oDesk

• Amazon Mechanical Turk - Marketplace for work

• Yahoo! Answers

• Wikipedia

Sheng-Wei (Kuan-Ta) Chen, Institute of Information Science, Academia Sinica, Taipei, Taiwan

http://www.innocentive.com/
http://www.innocentive.com/
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What Are Crowdsourceable?

• Software development - USD $25,000 per job

• Data entry - USD $4.4 per hour

• Image tagging - USD $0.04 per image

• General questions - points on Yahoo! Answers

• Image understanding - USD $0.01 to $0.02 per task

• Human action recognition - USD $0.01 per task

• Linguistic annotations (word similarity) - USD $0.2 per 
30 word pairs
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Multimedia QoE Assessment

• Quality of Experience (QoE) = User’s subjective 
satisfaction about a service (multimedia content)

• To provide end-user experience, we measure the QoE 
of multimedia content, e.g, image, voice, video, etc.

• Efficiency vs. Reliability

• Objective evaluation approach

• Subjection evaluation approach
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Evaluation Approaches

• Objective Evaluation

• Cannot capture all the QoE dimensions that may affect 
users’ experiences

• Cannot include external factors, e.g., quality of headsets, 
distance between the viewer and the display

• Subjective Evacuation

• Opinions, e.g., 1=bad, 2=poor, 3=fair, 4=good, and 
5=excellent

• Difficult to define the ordinal scales concisely

• Difficult to verify users’  scoring results
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Drawbacks of Subjective Evaluation

• High economic cost

• Participant payment

• High labor cost

• Supervision labor

• Physical space/time requirements

• Transportation cost

• Laboratory space

• Difficult to find motivated participants
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Crowdsourcing Challenges

• Not every Internet user is trustworthy

• Experiments without supervision so no quality assurance

• Increased variance and bias

• Need to find a way to detect problematic inputs!
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Paired Comparison Test
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Features of Paired Comparison

• Generalizable across a variety of multimedia applications

• Simple comparative judgement

• Interval scale QoE scores can be calculated

• Verifiable users’ feedback
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Verification of Users’ Inputs

• Transitivity property

• If A > B and B > C then A should be > C

• Transitivity Satisfaction Rate (TSR)

• Detect inconsistent judgements from problematic users

• TSR = 1 => perfect consistency

• TSR >= 0.8 => generally consistent

• TSR < 0.8 => judgement are consistent

# of triples satisfy the transitivity rule
# of triples the transitivity rule may apply to
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Experiment Design

• Suppose our task is to evaluate the effect of n audio 
processing algorithms, e.g., audio encoding

• Select an audio clip (source clip) as the evaluation target

• Apply the n algorithms to the source clip and generate n 
different versions of the clip (test clips)

• Create an Adobe Flash-based system for users to evaluate 
the n test clips

• A user need to perform 2 out of n paired comparison
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Concept Flow of Acoustic QoE Evaluation
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Which One is Better?
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Participant Source

• Laboratory

• Recruit part-time workers at an hourly rate of USD $8

• MTurk

• Post experiments on the Mechanical Turk web site

• Pay the participant USD $0.15 for each qualified experiment

• Community

• Seek participants on the website of Internet community 
with 1.5 million members

• Pay the participant an amount of virtual currency that was 
equivalent to USD $0.01 for each qualified experiment
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Evaluation of the Framework

• Three participant sources

• Laboratory

• Amazon Mechanical Turk

• Community

• Each with different cost structure

• Compare the cost required by each participant and the 
data quality produced
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Summary

• Human computation is useful can be effective in 
performing intelligent tasks where computers cannot

• Crowdsourcing provides a new paradigm and a new 
platform for scientific research

• New applications, new methodologies, and new 
businesses are emerging with the aid of human 
computing/crowdsourcing
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Query Suggestion

Irwin King
Department of Computer Science and Engineering

The Chinese University of Hong Kong
http://www.cse.cuhk.edu.hk/~king  

©2009 Irwin King.  All rights reserved

http://wiki.cse.cuhk.edu.hk/irwin.king/home
http://wiki.cse.cuhk.edu.hk/irwin.king/home
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Motivation

1. Difficult for users to express 
information needed
2. Word mismatch in information 
retrieval  
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Motivation

1. Accurate to express 
information needed
2. Easy to inform information
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Motivation
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Challenges
• Word mismatch: people often use different words to 

describe concepts in their queries than authors use to 
describe the same concepts in their documents.

Data mining

Knowledge 
Discovery

Decision 
Tree Mining

Text Mining

Data 
Warehouse

Clustering 
Analysis

Classification



Introduction to Social Computing, Irwin King, DASFFA 2010, April 1-4, 2010, Tsukuba, Japan

Challenges

• Queries contain 
ambiguous and new 
terms

• apple: “apple 
computer” or “apple 
pie”?

• NDCG:?

• Users tend to submit 
short queries consisting 
of only one or two 
words

• almost 20% one-word 
queries

• almost 30% two-word 
queries

• Users may have little or even no knowledge 
about the topic they are searching for!
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Classes of Suggestion Relevance

• Precise rewriting

• The rewritten form of query matches user’s intent

• Approximate rewriting

• The rewritten form has a direct close relationship to the 
topic described by the initial query

• Possible rewriting

• The rewritten form either has some categorical relationship 
to the initial query or describes a complementary product

• Clear mismatch

• The rewritten form has no clear relationship to user’s intent

[Jones, 2006]
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Example Queries and Query-suggestion
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Typical Query Suggestion

• Global analysis

• Selects expansion terms on the basis of the information on 
the whole document set

• Relatively robust

• Expensive in terms of disk space and computer time

• Local analysis

• Formulate expansion terms based on top-ranked results

• Relatively efficient

• Perform badly for queries with few relevant documents

[Jinxi Xu, 1996]
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Query Suggestion Using Clickthrough Data

• Query logs recorded by search engines

• Users’ relevance feedback to indicate desired/preferred/
target results

�u, q, l, r, t�
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Joint Bipartite Graph

Buq = (Vuq, Euq)
Vuq = U ∪Q
U = {u1, u2, ..., um}
Q = {q1, q2, ..., qn}
Euq = {(ui, qj)| there is an edge from ui to qj}
is the set of all edges.
The edge (ui, qj) exists in this bipartite graph
if and only if a user ui issued a query qj .

Bql = (Vql, Eql)
Vql = Q ∪ L
Q = {q1, q2, ..., qn}
L = {l1, l2, ..., lp}
Eql = {(qi, lj)| there is an edge from qi to lj}
is the set of all edges.
The edge (qj , lk) exists if and only if a user
ui clicked a URL lk after issuing an query qj .
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Key Points

• Two-level latent semantic analysis

• Consider the use of a joint user-query and query-
URL bipartite graphs for query suggestion

• Use matrix factorization for learning query features in 
constructing the Query Similarity Graph

• Use heat diffusion for similarity propagation for query 
suggestions

{Level
1

{Level
2
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• Queries are issued by the users, and which URLs to click 
are also decided by the users

• Two distinct users are similar if they issued similar queries

• Two queries are similar if they are issued by similar users

A

B

0.1

D

0.2

C

0.20.2

G

0.1

E

0.3

H

0.6

0.8

0.4

F

0.1

I

0.8

0.7

J

0.9

0.3 0.5

0.8

Query Similarity GraphBipartite Graphs

Users Queries URLs



Introduction to Social Computing, Irwin King, DASFFA 2010, April 1-4, 2010, Tsukuba, Japan

r∗ij Normalized weight, how many
times ui issued qj

s∗jk Normalized weight, how many
times qj is linked to lk

Ui L-dimensional vector of user ui

Qj L-dimensional vector of query qj

Lk L-dimensional vector of URL lk

H(R,U, Q) = min
U,Q

1
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• A local minimum can be found by performing gradient 
descent in Ui, Qj and Lk

H(S, R, U, Q,L) =

1
2

n�

j=1

p�

k=1

IS
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αl

2
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Gradient Descent Equations

∂H

∂Ui
= αr

n�

j=1

IR
ijg

�(UT
i Qj)(g(UT

i Qj)− r∗ij)Qj + αuUi,

∂H

∂Qj
=

p�

k=1

IS
jkg�(QT

j Lk)(g(QT
j Lk)− s∗jk)Lk

+ αr

m�

i=1

IR
ijg

�(UT
i Qj)(g(UT

i Qj)− r∗ij)Ui + αqQj ,

∂H

∂Lk
=

n�

j=1

IS
jkg�(QT

j Lk)(g(QT
j Lk)− s∗jk)Qj + αlLk,

Only the Q matrix, the queries’ latent features, 
is being used to generate the query similarity graph!
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Query Similarity Graph

• Similarities are calculated using queries’ latent features

• Only the top-k similar neighbors (terms) are kept
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Similarity Propagation

• Based on the Heat Diffusion Model

• In the query graph, given the heat sources and the initial 
heat values, start the heat diffusion process and perform 
P steps

• Return the Top-N queries in terms of highest heat 
values for query suggestions
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Heat Diffusion Model

• Heat diffusion is a physical 
phenomena

• Heat flows from high temperature 
to low temperature in a medium

• Heat kernel is used to describe 
the amount of heat that one point 
receives from another point

•  The way that heat diffuse varies 
when the underlying geometry 
varies

ρCP
∂T

∂t
= Q +∇ · (k∇T )

ρ Density

CP Heat capacity and

constant pressure

∂T
∂t Change in temperature

over time

Q Heat added

k Thermal conductivity

∇T Temperature gradient

∇ · v Divergence
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Heat Diffusion Process
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Similarity Propagation Model

fi(t + ∆t)− fi(t)
∆t

=

α



− τi

di
fi(t)

�

k:(qi,qk)∈E

wik +
�

j:(qj ,qi)∈E

wji

dj
fj(t)





f(1) = eαHf(0)

Hij =






wji/dj , (qj , qi) ∈ E,

−(τi/di)
�

k:(i,k)∈E wik, i = j,

0, otherwise.

f(1) = eαR
f(0), R = γH + (1− γ)g1

T

α Thermal conductivity

di Heat value of node i
at time t

fi(t) Heat value of node i
at time t

wik Weight between node

i and node k
f(0) Vector of the initial

heat distribution

f(1) Vector of the heat

distribution at time 1

τi Equal to 1 if node i has

outlinks, else equal to 0

γ Random jump parameter,

and set to 0.85

g Uniform stochastic

distribution vector

(1)

(2)

(3)

(4)
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Discrete Approximation

• Compute         is time consuming

• We use the discrete approximation to 
substitute 

• For every heat source,  only diffuse heat to its 
neighbors within P steps

• In our experiments, P = 3 already generates 
fairly good results

eαR

f(1) =
�
I +

α

P
R

�P
f(0)
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• For a given query q

1. Select a set of n queries, each of which contains at least 
one word in common with q, as heat sources 

2. Calculate the initial heat values by

3. Use                         to diffuse the heat in graph

4. Obtain the Top-N queries from 

Query Suggestion Procedure

fq̂i(0) =
|W(q) ∩W(q̂i)|
|W(q) ∪W(q̂i)|

f(1)

f(1) = eαRf(0)

q = “Sony”
“Sony” = 1

“Sony Electronics” = 1/2
“Sony Vaio Laptop” = 1/3
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Physical Meaning of  

•  If set     to a large value

•  The results depend more on the query graph, 
and more semantically related to original 
queries, e.g., travel => lowest air fare

•  If set     to a small value

•  The results depend more on the initial heat 
distributions, and more literally similar to 
original queries, e.g., travel => travel insurance

α

α

α
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Experimental Dataset

Data Source

Collection Period

Lines of Logs
Unique user IDS

Unique queries

Unique URLs

Unique words

Clickthrough data 
from AOL search 

engine

After Pre-
Processing

March 2006 to May 
2006 (3 months)

19,442,629

657,426 192,371

4,802,520 224,165

1,606,326 343,302

69,937
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Pre-processing

• Computer set-up
Intel Pentium D CPU, 3.0 Gz, Dual Core with 1G 
memory

• Keep valid words which contains only ‘a’, ‘b’,…, ‘z’ and 
spaces

• Remove those queries which appear less than three 
times
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Query Suggestions
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Privacy and Trust Tradeoff
• Privacy

• Need legal rights

• Reveal more data to 
trustworthy people

• Trust

• Provide access rights

• Gain trust through open 
sensitive data
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Motivation
Published table Voter registration list

An adversary

Fact: 87% of Americans can be uniquely identified by 
         {Zipcode, gender, date-of-birth}.
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k-anonymity

• k-anonymity

• Divide tuples into groups

• Each group has at least k tuples

[Sweeney, 2001]

Not sure about the salary of Andy now!

A group
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Problem with k-anonymity
[Machanavajjhala, 2001]

A 4-anonymous tableMicrodata

What about we know a person’s Zip Code = 13053 and Age = 31?
In this case, we can conclude his/her disease is Cancer.
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l-diversity

• l-diversity

• Divide tuples into groups

• Each group has at least l different sensitive values

[Machanavajjhala, 2001]

A 3-diverse tableMicrodata
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(k, e)-anonymity

• (k, e)-anonymity

• Each group has at least k tuples

• Difference between the maximum and minimum values must 
be at least e

Microdata A 3-diverse table

Though the salary in group 1 is different,  we are 
sure that Alex’s salary is around 55,000

[Zhang, 2007]
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Outline

• What is privacy and trust?

• Privacy in social network

• Basic privacy requirement

• Privacy in graph

• Trust in social network

• Reference
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Possible Attacks on Anonymized Graphs

• Attack method [Michael Hay, 2008]

• Identify by neighborhood information

• It includes

• Vertex Refinement Queries

• Sub-graph Queries

• Hub Fingerprint Queries
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Possible Attacks on Anonymized Graphs

• Attack types [Lars Backstrom, 2008]

• Active Attacks

• Create a small number of new user accounts linking with other 
users before the anonymized graph is generated

• Passive Attacks

• Identify themselves in the published graph

• Semi-passive Attacks

• Create necessary link with other users
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Vertex Refinement Queries
[Michael Hay, 2008]

H*’s computation is linear in the number of edges in the graph!



Introduction to Social Computing, Irwin King, DASFFA 2010, April 1-4, 2010, Tsukuba, Japan

Summary

• Data privacy and security is a real and serious issue

• k-Anonymity and l-Diversity could help but may not be 
watertight

• Anonymizing graphs through graph generalization, node 
partitioning, and graph summarization
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Learning to Rank
• Booming Search Industry
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Learning to Rank
• Given query   and set of docs 

• Find documents relevant to 

• Typically expressed as a ranking on 

• Are social signals important?

d1, ...dnq

q

d1, ...dn
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Widely-used Judgement
• Pointwise

• Binary judgment (Relevant vs. Irrelevant)

• Multi-valued discrete (Perfect > Excellent > Good > Fair > 
Bad)

• Pairwise

• Pairwise preference

• Document A is more relevant than document B w.r.t. query q

• Listwise

• Partial or total orders

• Could be mined from click-through logs
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Conventional Ranking Models
• Content relevance

• Boolean model, extended Boolean model, etc.

• Vector space model, latent semantic indexing (LSI), etc.

• BM25 model, statistical language model, etc.

• Span based model, distance aggregation model, etc.

• Page Quality

• Link analysis: HITS, PageRank, TrustRank, etc.

• Log mining: DirectHITS, BrowseRank, etc
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Discussion on Conventional Models

• For a particular model

• Manual parameter tuning is usually difficult, especially when 
there are many parameters.

• For comparison between two models

• Given a test set, it is difficult/unfair to compare two models 
if one is over-tuned while the other is not.

• For a collection of models

• There are hundreds of models proposed in the literature. 

• It is non-trivial to combine them to produce a even more 
effective model
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Machine Learning Can Help
• Machine learning is an effective tool

• To automatically tune parameters

• To combine multiple evidences

• To avoid over-fitting (by means of regularization, etc.)

• Learning to Rank

• Use machine learning technologies to train the ranking 
model

• A hot research topic these years
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Learning To Rank Techniques

http://research.microsoft.com/en-us/people/tyliu/default.aspx

http://research.microsoft.com/en-us/people/tyliu/default.aspx
http://research.microsoft.com/en-us/people/tyliu/default.aspx
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Resources 

• LETOR benchmark: a package of benchmark data sets 
for learning to rank, released by Microsoft Research 
Asia.

• Current LETOR baselines

• Ranking SVM

• RankBoost

• AdaRank

• Multiple hyperline ranker

• FRank

• ListNet
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Define Metric

A metric on a set X is a function (called the distance function or simply
distance)

d : X ×X → R (1)

where R is the set of real numbers. For all x, y, z ∈ X, this function is required
to satisfy the following conditions:

1. d(x, y) ≥ 0 (non-negativity)

2. d(x, y) = 0 if and only if x = y (identity of indiscernible)

3. d(x, y) = d(y, x) (symmetry)

4. d(x, z) ≤ d(x, y) + d(y, z) (subadditivity or triangle inequality)
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Define Ranking

A ranking is a relationship between a set of items. Weak order or total
preorder.

A total order is a binary relation on some set X. The relation is transitive,
antisymmetric, and total. If X is totally order under ≤, then the following
statemetns hold for all a, b, and c in X:

• If a ≤ b and b ≤ a then a = b (antisymmetry);

• If a ≤ b and b ≤ c then a ≤ c (transitivity);

• a ≤ b or b ≤ a (totality).
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IR Evaluation
• Objective

• Evaluate the effectiveness of a ranking model

• A standard test set

• Contain a large number of (randomly sampled) queries, their 
associated documents, and the labels (relevance judgments) 
of these documents.

• A measure

• Evaluate the effectiveness of a ranking model for a particular 
query.

• Average the measure over the entire test set to represent 
the expected effectiveness of the model.
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Ranking Evaluation

• Binary judgment

• Relevant vs. Irrelevant

• Multi-level ratings

• Excellent > Good > Fair > Poor

• Pairwise preferences

• Document A is more relevant than document B with respect 
to query q
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Measures

• Precision--measure of exactness

• Recall--measure of completeness

• They are usually linked closely together

• Often, there is an inverse relationship between 
Precision and Recall

• Increasing one at the cost of reducing the other, e.g., 
increase its Recall by retrieving more documents, at the 
cost of increasing number of irrelevant documents 
retrieved (decreasing Precision)
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Confusion Matrix

• True positives

• True negatives

• False positives

• False negatives
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In Classification
• Precision–the number of true positives divided by the total number of

elements labeled as belonging to the positive class

Precision =
tp

tp + fp
(1)

It can also be interpreted as the probability that a (randomly selected)
retrieved document is relevant.

• Recall–the number of true positives divided by the total number of ele-
ments that actually belong to the positive class.

Recall =
tp

tp + fn
(2)

Recall in this context is also referred to as the True Positive Rate. It can
also be interpreted as the probability that a (randomly selected) relevant
document is retrieved in a search.
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In Classification

• True Negative Rate

True Negative Rate =
tn

tn + fp
(1)

• Accuracy
Accuracy =

tp + tn

tp + tn + fp + fn
(2)
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In Information Retrieval• Precision

– In classification, precision for a class is the number of true positives
divided by the total number of elements labeled as belonging to the
positive class

–

precision =
|{relevant documents} ∩{ retrieved documents}|

|{retrieved documents}| (1)

– Precision takes all retrieved documents into account
– Precision can also be evaluated at a given cut-off-rank. This is called

precision at n or P@n.

• Recall

– Recall is the fraction of the documents that are relevant to the query
that are successfully retrieved.

recall =
|{relevant documents} ∩{ retrieved documents}|

|{relevant documents}| (2)
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Fall-Out

• Fall-Out–the proportion of non-relevant documents that are retrieved, out

of all non-relevant documents available:

Fall-Out =
|{non-relevant documents} ∩{ retrieved documents}|

|{non-relevant documents}| (1)
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F-Measure

• F-Measure–Weighted harmonic mean of precision and recall.

F = 2 · Precision · Recall
Precision + Recall

(1)

This is also known as the F1 measure since recall and precision are evenly
weighted.
For the general Fβ measure (for non-negative real values of β):

Fβ = (1 + β2) · Precision · Recall
β2 · Precision + Recall

(2)

The F2 measure weights recall twice as much as precision, and the F0.5

measure weights precision twice as much as recall.
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Average Precision and Recall

• Average Precision of Precision and Recall–it emphasizes returning more
relevant earlier. It is average of precisions computed after truncating the
list after each of the relevant documents in turn:

AP =
�N

r=1(P@r × rel(r))
number of relevant documents

(1)

where r is the rank, N the number retrieved, rel() a binary function on
the relevance of a given rank, and P@r precision at a given cut-off rank,
r.
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Example

Given the list of seven retrieved documents as, {r1, nr2, nr3, r4, r5, nr6, r7}
where ri are relevant documents and nrj are non-relevant documents. The
Average Precision is then

AP =
1
4
·
�

1
1

+
2
4

+
3
5

+
4
7

�
≈ 0.67 (1)
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Evaluation Measures

• MAP (Mean Average Precision)–averaged AP over all queries in the test
set

• NDCG (Normalized Discounted Cumulative Gain)

• MRR (Mean Reciprocal Rank)

– For query qi, rank position of the first relevant document: ri

– MRR: average of 1/Ri over all queries

• WTA (Winner-Take-All)

– If top ranked document is relevant: 1; otherwise 0
– Average over all queries
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• Assumptions

• Highly relevant documents are more useful when appearing 
earlier in a search engine result list (have higher ranks)

• Highly relevant documents are more useful than marginally 
relevant documents, which are in turn more useful than irrelevant 
documents.

Discounted Cumulative Gain
DCG is a measure of effectiveness of a Web search engine algorithm or related

applications, often used in information retrieval. DCG measures the usefulness,
or gain, of a document based on its position in the result list. The gain is
accumulated cumulatively from the top of the result list to the bottom with the
gain of each result discounted as lower ranks.



Introduction to Social Computing, Irwin King, DASFFA 2010, April 1-4, 2010, Tsukuba, Japan

Cumulative Gain

Cumulative Gain (CG) is the predecessor of DCG and does not include the
position of a result in the consideration of the usefulness of a result set. It is
the sum of the graded relevance values of all results in a search result list. The
CG at a particular rank position p is

CGp =
p�

i=1

reli (1)

where reli is the graded relevance of the result at position i.
The value computed with the CG function is unaffected by changes in the

ordering of search results, i.e., moving a highly relevant document di above a
higher ranked, less relevant, document dj does not change the computed value
for CG.
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Discounted Cumulative Gain
Discounted Cumulative Gain (DCG) The premise of DCG is that highly

relevant documents appearing lower in a search result list should be penalized
as the graded relevance value is reduced logarithmically proportional to the
position of the result. The discounted CG accumulated at a particular rank
position p is defined as

DCGp = rel1 +
p�

i=2

reli
log2 i

(1)

The logarithmic reduction factor has not shown any theoretical justification.
An alternative formulation of DCG places much stronger emphasis on retrieving
relevant documents sooner using a power distribution and is formulated as

DCGp =
p�

i=1

2reli − 1
log2(1 + i)

(2)

The function is equivalent to the previous DCG function when the relevance
values of documents are binary, i.e., reli ∈ {0, 1}.

The summation
�p

i=1 is cumulating, the term 2reli − 1 is the gain, and the
term log2(1 + i) is the position discount.
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Normalizing DCG

Search result lists vary in length depending on the query. Comparing a search
engine’s performance from one query to the next cannot be consistently achieved
using DCG alone, so the cumulative gain at each position for a chosen value of
p should be normalized across queries. This is done by sorting documents of a
result list by relevance, producing an ideal DCG (IDCG) at position p. For a
query, the normalized discounted cumulative gain, or nDCG, is computed as:

nDCGp =
DCGp

IDCGp
(1)

Note that in a perfect ranking algorithm, the DCGp will be the same as the
IDCGp producing an nDCG of 1.0.
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Example

Presented with a list of documents in response to a search query, an experi-
ment participant is asked to judge the relevance of each document to the query.
Each document is to be judged on a scale of 0-3 with 0 meaning irrelevant, 3
meaning completely relevant, and 1 and 2 meaning ”somewhere in between”.
For the documents ordered by the ranking algorithm as

D1, D2, D3, D4, D5, D6

the user provides the following relevance scores:

CGp =
p�

i=1

reli = 3 + 2 + 3 + 0 + 1 + 2 = 11

Changing the order of any two documents does not affect the CG measure.
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Example

DCG is calculated as follows:

i reli logi
reli
log2 i

1 3 N/A N/A
2 2 1 2
3 3 1.59 1.887
4 0 2.0 0
5 1 2.32 0.431
6 2 2.59 0.772

Now a switch of D3 and D4 results in a reduced DCG so a more relevant
document is discounted more by being placed in a lower rank.
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Example

To normalize DCG values, an ideal ordering for the given query is needed.
For this example, that ordering would be the monotonically decreasing sort of
the relevance judgments provided by the experiment participant, which is:

3, 3, 2, 2, 1, 0

The DCG of this ideal ordering, or IDCG, is then:

IDCG6 =
DCG6

IDCG6
=

8.09
8.693

= 0.9306

so the DCG6 of this ranking is

DCG6 = rel1 +
p�

i=2

reli
log2 i

= 3 + (2 + 1.887 + 0 + 0.431 + 0.772) = 8.09
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Properties of Ranking in IR

• Loss function should be defined on ranked list w.r.t. a 
query

• Relative order is important

• Position sensitive

• Rank based evaluation
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Categorization
• Pointwise

• Input: single documents

• Output: scores or class 
labels

• Discriminative model for 
IR, McRank, ...

• Pairwise

• Input: document pairs

• Output: partial order 
preference

• Ranking SVM, 
RankBoost, RankNet, 
FRank, ...

• Listwise

• Input: document 
collections

• Output: ranked 
document list

• LambdaRank, AdaRank, 
SVM-MAP, RankCosine,...



Introduction to Social Computing, Irwin King, DASFFA 2010, April 1-4, 2010, Tsukuba, Japan

Pointwise Approach

• Reduce ranking to regression or classification on single 
documents

• Discriminative Model

• Treat relevant documents as positive examples, while 
irrelevant documents as negative examples

• Learning algorithms

• Maximum Entropy

• Support Vector Machines
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• Vector space model (or term vector model) uses a 
vector of indexed words to represent a document.

• Each dimension corresponds to a separate term

• If a term (keyword, phrase, etc.) occurs in the 
document, its value in the vector is non-zero.

• The dimensionality of the vector is the number of 
words in the vocabulary.

Document Features
�

qi∈Q∩D log(c(qi, D))
�

qi∈Q∩D(log( |C|
c(qi,C) ))�n

i=1 log(1 + c(qi,D)
|D| )

�n
i=1 log(1 + c(qi,D)

|D| idf(qi))�
qi∈Q∩D log(idf(qi))

�n
i=1 log(1 + c(qi,D)

|D|
|C|

c(qi,C) )

where c(w, D) represents the raw count of word w in document D, C represents
the collection, n is the number of terms in the query, | · | is the size-of function
and idf(·) is the inverse document frequency.
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Relevancy Ranking

Relevancy rankings of documents in a keyword search can be calculated, us-
ing the assumptions of document similarities theory, by comparing the deviation
of angles between each document vector and the original query vector where the
query is represented as same kind of vector as the documents. In practice, it
is easier to calculate the cosine of the angle between the vectors instead of the
angle:

cos θ =
v1 · v2

||v1||||v2|| (1)

A cosine value of zero means that the query and document vector are orthogonal
and have no match (i.e. the query term do not exist in the document being
considered). See cosine similarity for further information.
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Term Frequency

The term count in the given document is simply the number of times a
given term appears in that document. This count is usually normalized to
prevent a bias towards longer documents (which may have a higher term count
regardless of the actual importance of that term in the document) to give a
measure of the importance of the term ti within the particular document dj .
Thus we have the term frequency, defined as follows.

tfi,j =
ni,j�
k nk,j

(1)

where ni,j is the number of occurrences of the considered term (ti) in document
dj , and the denominator is the sum of number of occurrences of all terms in
document dj .
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Inverse Document Frequency
The inverse document frequency is a measure of the general importance

of the term (obtained by dividing the number of all documents by the number of
documents containing the term, and then taking the logarithm of that quotient).

idfi = log
|D|

|{d : ti ∈ d}| (1)

with

• |D| : total number of documents in the corpus

• |{d : ti ∈ d}| : number of documents where the term ti appears (that is
ni,j �= 0). If the term is not in the corpus, this will lead to a division-by-
zero. It is therefore common to use 1 + |{d : ti ∈ d}| Then

tf-idfi,j = tfi,j × idfi (2)

A high weight in tf–idf is reached by a high term frequency (in the given
document) and a low document frequency of the term in the whole collection
of documents; the weights hence tend to filter out common terms. The tf-idf
value for a term will always be greater than or equal to zero.
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Maximum Entropy (ME) Model
• Principle of  Maximum Entropy is to model all that is 

known and assume nothing about that which is 
unknown.

• Choose a model consistent with all facts, but otherwise 
as uniform as possible.

ME Probability function is defined as:

P (R|D,Q) =
1

Z(Q, D)
exp(

n�

i=1

λi,Rfi(D,Q)) (1)

where Z(Q, D) is a normalizing constant, fi(D,Q) are the feature functions of

the document with weights λi,R and n is the number of features. One can use

the log-likelihood ratio as the scoring function:

log
P (R|D,Q)

P (R̄|D,Q)
=

n�

i=1

(λi,R − λi,R̄)fi(D,Q) (2)
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Support Vector Machine
• A support vector machine constructs a hyperplane or 

set of hyperplanes in a high-dimensional space, which 
can be used for classification, regression or other tasks.

• A good separation is achieved by the hyperplane that 
has the largest distance to the nearest training 
datapoints of any class.

http://en.wikipedia.org/wiki/Hyperplane
http://en.wikipedia.org/wiki/Hyperplane
http://en.wikipedia.org/wiki/High-dimensional_space
http://en.wikipedia.org/wiki/High-dimensional_space
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SVM Formalization
We are given some training data, a set of points of the form

D = {(xi, ci)|xi ∈ Rp, ci ∈ {−1, 1}}n
i=1 (1)

where the ci is either 1 or -1, indicating the class to which the point xi belongs.
Each xi is a p-dimensional real vector. We want to find the maximum-margin
hyperplane which divides the points having ci = 1 from those having ci = −1.
Any hyperplane can be written as the set of points x satisfying

w · x− b = 0, (2)

where · denotes the dot product. The vector w is a normal vector: it is per-
pendicular to the hyperplane. The parameter b

||w|| determines the offset of the
hyperplane from the origin along the normal vector w.

We want to choose the w and b to maximize the margin, or distance between
the parallel hyperplanes that are as far apart as possible while still separating
the data. These hyperplanes can be described by the equations

w · x− b = 1, (3)

and
w · x− b = −1, (4)
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SVM Formalization
By using geometry, we find the distance between these two hyperplanes is

2
||w|| , so we want to minimize ||w||. As we also have to prevent data points
falling into the margin, we add the following constraint: for each i either

w · x− b ≥ 1 for xi (1)

of the first class or

w · x− b ≤ 1 for xi of the second. (2)

This can be rewritten as:

ci(w · x− b) ≥ 1 for all 1 ≤ i ≤ n. (3)

We can put this together to get the optimization problem:

min
w,b

||w|| (4)

subject to ci(w · xi − b) ≥ 1 for any i = 1, . . . , n. (5)
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SVM
Thus if f(D,Q) is the vector of features, then the discriminant function is

given by
g(R|D,Q) = w · φ(f(D,Q)) + b, (1)

where

• w is the weight vector in kernel space that is learnt by the SVM from the
training exmaples,

• · denotes inner product

• b is a constant

• φ is the mapping from input space to kernel space

The equation g(R|D,Q) = 0 represents the equation for the hyperplane in the
kernel space.

The value of the discriminant function g(R|D,Q) for an arbitrary document
D and a query Q is proportional to the perpendicular distance of the document’s
augmented feature vector φ(f(D,Q)) from the separating hyper-plane in the
kernel space.
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Pairwise Approach

• No longer assume absolute relevance

• Reduce ranking to classification on document pairs 
w.r.t. the same query

• RankNet

• Use Neural Network as model, and gradient descent as 
algorithm, to optimize the cross-entropy loss. 

• Evaluate on single documents: output a relevance score for 
each document w.r.t. a new query.
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Ranking with Neural Nets

• Don’t need to learn ordinal regression (mapping points 
to actual rank values); just need to map features to reals

• Train system on pairs (where first point is to be ranked 
higher or equal to second)

• However must evaluate on single points

• Use cross entropy cost => probabilistic model

• Use gradient descent
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RankNet: Notes

• 5 human judged levels of relevance (“bad”, ... , “perfect”)

• A net with (number of features) inputs and one output 

• Sort documents by the score that their feature vectors 
(which are computed from query + doc + other data) 

• Compute NDCG on a set-aside validation set, keep the 
net that gives the best validation NDCG
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RankNet Conclusions

• RankNet is simple to train

• RankNet is fast in test phase

• RankNet gives good results

• For pair-based probability costs (e.g., click rates!) 
RankNet is very well suited to the problem.

• However, the cost function used is not NDCG: the 
latter is optimized only indirectly, using a validation set.
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Listwise Approach

• Instead of reducing ranking to regression or 
classification, perform learning directly on document 
list.

• Directly optimize IR evaluation measure

• AdaRank, SVM-MAP, SoftRank, LambdaRank, RankGP, ...

• Define listwise loss functions

• RankCosine, ListNet, ListMLE, ...
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Concluding Remarks

• Social Computing is here to stay!

• Relations are important! 

• Discovering new paradigms by blending different social 
media and interactions

• Be concerned about computational techniques to 
search, rank, and mine data and information to achieve 
collective intelligence/wisdom
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On-Going Research

Machine Learning

• Heavy-Tailed Symmetric Stochastic Neighbor Embedding (NIPS’09)

• Adaptive Regularization for Transductive Support Vector Machine (NIPS’09)

• Direct Zero-norm Optimization for Feature Selection (ICDM’08)

• Semi-supervised Learning from General Unlabeled Data (ICDM’08)

• Learning with Consistency between Inductive Functions and Kernels 
(NIPS’08)

• An Extended Level Method for Efficient Multiple Kernel Learning (NIPS’08)

• Semi-supervised Text Categorization by Active Search (CIKM’08)

• Transductive Support Vector Machine (NIPS’07)

• Global and local learning (ICML’04, JMLR’04) 
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On-Going Research
Web Intelligence/Information Retrieval

• A Generalized Co-HITS Algorithm and Its Application to Bipartite Graphs 
(KDD’09)

• Entropy-biased Models for Query Representation on the Click Graph (SIRIR’09)

• Effective Latent Space Graph-based Re-ranking Model with Global Consistency 
(WSDM’09)

• Formal Models for Expert Finding on DBLP Bibliography Data (ICDM’08)

• Learning Latent Semantic Relations from Query Logs for Query Suggestion 
(CIKM’08)

• RATE: a Review of Reviewers in a Manuscript Review Process (WI’08)

• MatchSim: link-based web page similarity measurements (WI’07)

• Diffusion rank: Ranking web pages based on heat diffusion equations (SIGIR’07)

• Web text classification (WWW’07)
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On-Going Research
Recommender Systems/Collaborative Filtering

• Learning to Recommend with Social Trust Ensemble (SIRIR’09) 

• Semi-Nonnegative Matrix Factorization with Global Statistical Consistency in 
Collaborative Filtering (CIKM’09)

• Recommender system: accurate recommendation based on sparse matrix 
(SIGIR’07)

• SoRec: Social Recommendation Using Probabilistic Matrix Factorization 
(CIKM’08)

Human Computation

• A Survey of Human Computation Systems (SCA2009)

• Mathematical Modeling of Social Games (SIAG2009)

• An Analytical Study of Puzzle Selection Strategies for the ESP Game (WI’08)

• An Analytical Approach to Optimizing The Utility of ESP Games (WI’08)
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Weaving Services and People  
on the World Wide Web
Ever since its inception, the Web has changed the landscape of human experiences on how we 
interact with one another and data through service infrastructures via various computing devices. 
This interweaving environment is now becoming ever more embedded into devices and systems 
that integrate seamlessly on how we live, both in our working or leisure time.

For this volume, King and Baeza-Yates selected some pioneering and cutting-edge research work 
that is pointing to the future of the Web. Based on the Workshop Track of the 17th International 
World Wide Web Conference (WWW2008) in Beijing, they selected the top contributions and 
asked the authors to resubmit their work with a minimum of one third of additional material from 
their original workshop manuscripts to be considered for this volume. After a second-round of 
reviews and selection, 16 contributions were !nally accepted.

The work within this volume represents the tip of an iceberg of the many exciting advancements 
on the WWW. It covers topics like semantic web services, location-based and mobile applications, 
personalized and context-dependent user interfaces, social networks, and folksonomies.  
The presentations aim at researchers in academia and industry by showcasing latest research 
!ndings. Overall they deliver an excellent picture of the current state-of-the-art, and will also 
serve as the basis for ongoing research discussions and point to new directions.
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Economist Intelligent Unit 2008

Potential increase in student plagiarism
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VeriGuide
• Similarity text detection system

• Developed at CUHK

• Promote and uphold academic 
honesty, integrity, and quality

• Support English, Traditional and 
Simplified Chinese

• Handle .doc, .txt, .pdf, .html, 
etc. file formats

• Generate detailed originality 
report including readability

http://www.veriguide.org
http://www.veriguide.org
http://www.veriguide.org
http://www.veriguide.org
http://www.veriguide.org
http://www.veriguide.org
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VeriGuide Free Trial

http://www.cse.cuhk.edu.hk/~king
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