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Partial order multiway search (POMS) is a fundamental problem that finds applications in crowdsourcing, dis-
tributed file systems, software testing, and more. This problem involves an interaction between an algorithm
A and an oracle, conducted on a directed acyclic graph G known to both parties. Initially, the oracle selects a
vertex t in G called the target. Subsequently, A must identify the target vertex by probing reachability. In each
probe, A selects a set Q of vertices in G, the number of which is limited by a pre-agreed value k. The oracle
then reveals, for each vertex ¢ € Q, whether g can reach the target in G. The objective of A is to minimize
the number of probes. We propose an algorithm to solve POMS in O(log; . n + % log;, 4 1) probes, where n
represents the number of vertices in G, and d denotes the largest out-degree of the vertices in G. The probing
complexity is asymptotically optimal. Our study also explores two new POMS variants: The first one, named
taciturn POMS, is similar to classical POMS but assumes a weaker oracle, and the second one, named EM POMS,
is a direct extension of classical POMS to the external memory (EM) model. For both variants, we introduce
algorithms whose performance matches or nearly matches the corresponding theoretical lower bounds.
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1 INTRODUCTION

Binary search admits the following interpretation from a graph’s perspective: We have a directed
path 7 of n vertices where an “oracle” has chosen a target vertex t. In each round, the search
algorithm picks a vertex g on r; then the oracle reveals whether g can reach ¢. Similarly, the B-tree
[18] exemplifies the multiway version of the above process. In each round, the search algorithm
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picks a set Q of B > 1 vertices from ; then the oracle reveals which of those vertices can reach
t. In both cases, the algorithm seeks to discover t with the fewest rounds possible. Partial order
multiway search (POMS), which will be introduced shortly, extends these problems to arbitrary
partial orders. This article presents a formal investigation of several variants of POMS.

1.1 Problem Definitions: Three Versions of Partial Order Multiway Search

The Classical Version. POMS can be framed as an interaction between an oracle and an algorithm
A, both of which are given a single-rooted DAG G, i.e., G has a unique root (a vertex with in-degree
0) that has a path to every other vertex. The interaction begins with the oracle selecting a target
vertex t from G. Subsequently, A must determine which vertex is ¢ by issuing (reachability) probes.
Specifically, in each probe:

— A chooses a set Q of vertices with |Q| < k, where k is a problem parameter;
— the oracle then reveals, for each vertex q € Q, whether ¢ can reach t in G.

Let n be the number of vertices in G. It is evident that A can always discover t with [n/k] probes
by inquiring the oracle about each vertex in G explicitly. The challenge lies in proving a better
bound on the number of probes.

Taciturn POMS. This POMS variant is also an interaction between an oracle and an algorithm
A. As before, the oracle first picks a target vertex ¢ from a single-rooted DAG G, after which A
aims to find out which vertex is t with probing. To perform a probe, A still chooses a set Q of
vertices with |Q| < k, where k is a problem parameter. However, the oracle returns only a binary
answer:

— yes, if at least one vertex in Q can reach t;
— no, otherwise (i.e., none of the vertices in Q can reach t).

Compared to a traditional oracle, the oracle reveals less information (hence, the name “taciturn”).
The algorithmic challenge is again to minimize the number of probes.

POMS in External Memory. In the external memory (EM) model [3], a machine is equipped
with (i) a disk, which is an unbounded sequence of words divided into blocks of B > 2 words, and (ii)
memory, which is a sequence of M words. The structure’s space is the number of blocks occupied.
An I/O operation reads a block of data from the disk to memory.' The value of M is assumed to be
larger than B by a sufficiently large constant factor.’

In the EM POMS problem, we are permitted to preprocess a single-rooted DAG G into a disk-
resident structure. To start the interaction, the oracle (as in classical POMS) chooses a target ¢ from
G. Then, an algorithm A performs a sequence of probes, each of which involves three steps:

(1) A reads a set Q of vertices from a disk block into memory.
(2) The oracle reveals the reachability (to t) for all the vertices in Q.
(3) A clears up memory to finish the probe.

Naively, A can store all the n vertices arbitrarily in [n/B] blocks and discover ¢ with [n/B] I/Os.
The challenge is reduce the number of I/Os without increasing the space asymptotically.

n general, the EM model also allows write I/Os, each of which overwrites a disk block using B words in memory. However,
we do not need to be concerned with such I/Os in this article.

2The strictest EM model [3] requires an algorithm to work even if M > 2B. However, as shown in Reference [26], any
algorithm designed for M = uB for a constant y > 2 can be adapted to work under M = 2B with only a constant blowup
in the number of I/O operations.
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Fig. 1. POMS in image classification with crowdsourcing.

1.2 Motivation

Classical POMS. In the database area, a significant application of POMS is image classification with
crowdsourcing [39], where the objective is to assign an appropriate label from a concept ontology
to an image. As illustrated in Figure 1, an ontology is a DAG where each vertex is associated with
a concept. Furthermore, as we move down in the ontology, the concepts encountered are increas-
ingly specialized. This application highlights the power of a crowdsourcing system where human
beings are summoned to assist problem solving by answering (simple) questions with monetary
rewards. Every question has the form “is this an x?” where x is a concept. Receiving a negative
(respectively, positive) answer to the question “is this a vehicle?”, an algorithm can eliminate all
the concepts that are (respectively, are not) reachable from the vertex vehicle. The target t here is
the concept eventually returned (e.g., Sentra). As a crucial observation, although a human being
is not aware of ¢, s/he can still answer questions based on straightforward reasoning and, thereby,
play the role of oracle. As an example, when presented a car picture of the model Sentra, a person
will answer “yes” to “is this a vehicle?” no matter if s/he is aware of the concept Sentra in the
ontology. A crowdsourcing algorithm often asks k > 1 questions at a time to reduce interaction
rounds.

As pointed out in Reference [37], POMS also arises in distributed file systems. Suppose that
server A maintains a backup of its file system (usually a tree but can also be a DAG, e.g., in Unix)
in a remote server B. Periodically, the two servers need to synchronize their copies, which requires
identifying the folders whose content has changed since the last synchronization. If a folder has
an identical checksum at the two servers, then (with high probability) the folder and its subfolders
have incurred no changes. Based on this property, a POMS algorithm can find a modified folder
with small communication between the two servers.

The reader may refer to References [7, 37, 39] for more POMS applications in software testing,
relational databases, and workflow management.

Taciturn POMS. This POMS variant offers a more human-friendly way to implement crowdsourc-
ing algorithms. Consider the image classification scenario described earlier. Under classical POMS,
the amount of feedback solicited from human beings can be excessive: Each probe requires a hu-
man to answer k questions, which means at least kK mouse clicks on a crowdsourcing platform.
This task can become rather tedious when k is large, potentially discouraging human participa-
tion. Unfortunately, as will become evident later, the value of k cannot be too small to ensure a
limited number of probes. Taciturn POMS offers an appealing remedy to this issue. Regardless of
how large k is, a human only needs to provide a Boolean answer, which can be done with a single
click. Moreover, if any vertex in Q can reach t, then the human can directly answer yes and safely
disregard the other vertices in Q.

EM POMS. Making a “conventional” data structure—that is, an index designed for memory-
resident data—I/O-efficient is non-trivial, because one must consider the effects of reading and
writing in blocks. Ideally, we want a generic reduction that can convert an arbitrary in-memory
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structure to an EM version with excellent performance. However, designing such reductions is still
a major challenge today.

We observe that a solution to EM POMS offers a reduction applicable to a class of region-based
structures satisfying the following requirements:

— The structure is a single-rooted DAG G where each vertex has out-degree at most d (the
in-degree can be arbitrary).

— Each vertex u stores a region—denoted as reg,—which is a subset of the search space Q and
can be described in O(1) words.

— All the leaves (i.e., vertices with an out-degree of 0) have disjoint regions whose union is Q.

— For each vertex u, its reg,, is the union of the regions of all the leaves reachable from u.

— A query selects an element g € Q and returns the (only) leaf whose region covers g. For any
vertex u, whether ¢ falls in reg,, can be decided in constant time.

In a region-based structure, a query can be modeled as an instance of EM POMS. Let t be the
leaf whose region contains the query element q. We may treat t as the target selected by the oracle.
Given the reg, of a vertex u, we can play the oracle’s role by deciding whether u can reach ¢ in
O(1) time: The answer is yes if and only if g € reg,,. An algorithm A solving EM POMS implies
an EM version of the structure G as follows: In preprocessing, if A packs a set Q of vertices in
a disk block, then we store Q, as well as the regions of the vertices therein, in O(|Q|/B) = O(1)
disk blocks. In answering a query, if A reads the block on Q, then we read the corresponding
O(1) blocks to acquire all the information needed to resolve reachability (to t) for the vertices in
Q. This enables us to simulate the execution of A with asymptotically the same I/O cost. We will
demonstrate the reduction’s power by employing our solution to EM POMS to obtain an optimal
I/O-efficient index for the vertical ray shooting problem for free.

1.3 Related Work

A (deterministic) algorithm A for classical POMS can be modeled as a decision tree. Each node in
the tree is associated with a set Q of vertices. The set associated with the root represents the set
Q of vertices chosen by A to perform the first probe. Recall that, upon being given a probe with
set Q, the oracle must reveal, for each vertex q € Q, whether q can reach the target vertex t. Since
each ¢ may or may not reach t, there can be at most 2/9! different outcomes for the probe. For each
outcome, node Q has a child node in the tree, whose associated vertex set Q’ represents the set of
vertices chosen by A to perform the next probe in that outcome’s situation. Specially, if Q" = 0,
then the child is a leaf of the tree, indicating that A has already found t. Thus, designing a POMS
algorithm amounts to finding such a decision tree.

To understand the POMS literature, it is important to distinguish between the instance-oriented
and class-oriented categories, because they have drastically different objectives.

Instance-oriented POMS. Consider any algorithm A for POMS. Given an input G, define
costr (A, G, t) as the cost of A on G when the target is t. We can measure the instance-oriented
quality of A by

maxcostikmt(ﬂ, G) = max costi (A, G, 1),

namely, the largest cost over all possible ¢ in G.

As explained earlier, the algorithm A can be modeled as a decision tree. As the number of pos-
sible decision trees is finite, the problem of computing an optimal decision tree—a.k.a. finding an
algorithm A* with the lowest maxcostikmt(ﬂ*, G)—is decidable. In the instance-oriented category
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of POMS, the main objective is to minimize the amount of time needed to discover an optimal
decision tree.

The task of computing an optimal decision tree is best understood when G is a tree and k = 1.
In that case, Ben-Asher et al. [7] were the first to show that this can be achieved in time polyno-
mial to the number n of vertices in G. Their work motivated a line of research looking for faster
solutions [19, 21, 27, 32-34, 37]. Amazingly, the task turned out to be solvable in O(n) time! This
was first stated by Mozes et al. [34]; later, Dereniowski [21] pointed out the problem’s equivalence
to another problem known as edge ranking, which had already been settled earlier in O(n) time by
Lam and Yue [33].

In contrast, it is NP-hard to compute an optimal decision tree on a DAG G even if k = 1. This
opens the door to studying how to compute a decision tree whose corresponding algorithm A
ensures a maxcostikn“(ﬂ, G) that is sufficiently close to maxcosti‘“(ﬂ*, G). To that end, Arkin et al.
[5] showed that, for any DAG G and k = 1, it is possible to compute in polynomial time a decision
tree corresponding to an algorithm A whose maxcostilé“t(ﬂ, G) is higher than maxcosti]?“(ﬂ*, G)
by a factor of O(log n).’

We are not aware of any results for k > 1 even when G is a tree.

Class-oriented POMS. In the class-oriented POMS category, the focus shifts from the computabil-
ity of an algorithm’s decision tree to evaluating an algorithm’s performance across a class of single-
rooted DAGs. To explain, let € be an arbitrary set of single-rooted DAGs. The following metric
provides a way to measure the quality of an algorithm A with respect to the whole class ¢":

maxcost‘,ilass(ﬂ, €)= rgrlea% maxcostlg‘St(ﬂ, G).

This metric represents the largest cost that A incurs on any of the graphs in €. Define
minmaxcosti (€) = mji{n maxcostzlass(ﬂ, b). (1)
This represents the lowest upper bound that any algorithm can place on its cost, regardless of the

input G € ¥ and the target t in G. The objective is to understand the function minmaxcosty (€)
for important classes .

Define
9 (n,d) = {single-rooted DAG G | G has n vertices and maximum out-degree d }, (2)
T (n,d) = {Ge€Yn,d)|Gisatree}. (3)

Clearly, minmaxcosty (7 (n,d)) < minmaxcosty (¥4 (n, d)).

Focusing on .7 (n,d) and k = 1, Ben-Asher and Farchi [6] showed that minmaxcost; (7 (n,d))
is Q(dlog,,, n) but O(dlogn), leaving a gap of ©(log(1 + d)) in between. Laber and Nogueira
[32] tightened the upper bound and proved that minmaxcost;(.7 (n,d)) € ©(dlog,,,n) (see also
References [22, 24] where the same result was derived). Regarding ¢ (n,d) and arbitrary k > 1,
Tao et al. [39] obtained minmaxcost;(¥(n,d)) = Q(%long n) and minmaxcost; (¥ (n,d)) =
O((logn)(log,,; n) + % log,, 4 n). In fact, the lower bound of Reference [39] holds even when re-
placing ¢ (n, d) with 7 (n, d).

Remarks. Taciturn POMS and EM POMS, both introduced in this work, have not been studied
previously. Regarding other POMS variants, we note that instance-oriented POMS with k = 1 has
been studied under various other setups [2, 10-17, 20, 23, 28, 30, 31]. These setups differ in several

3 A better approximation ratio O(log n/ loglog n) was claimed in Reference [21] but unfortunately is not correct, as has
been confirmed by our personal communication with the author of Reference [21].
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aspects, such as: (i) whether the cost of a probe depends on the provided vertex, (ii) whether the
goal is to minimize the worst-case cost for a given ¢ or the average cost over a distribution of ¢,
and (iii) whether the oracle’s answer can be noisy.

1.4 Our Contributions
Classical POMS. Our first contribution is to settle class-oriented POMS optimally.

THEOREM 1. For the POMS problem, let n represent the number of vertices in the input graph G
and d denote the maximum vertex out-degree in G. Both of the following statements are true:

— There is an algorithm that can find the target in O(log,, ., n + % log,, 4 n) probes.

— Any POMS algorithm must perform Q(log,,, n + %long n) probes to find the target in the
worst case.

The theorem implies:
. d
minmaxcost (4 (n,d)) = ©O[log, . n+ z logy 41| . (4)
Our lower bound in the second bullet holds even if G comes from .7 (n, d). This reveals the some-
what unexpected fact that POMS on trees is as hard as on DAGs, or formally:
COROLLARY 2. minmaxcosty (7 (n,d)) = ©(minmaxcosty (¥ (n,d))).
We also deploy Theorem 1 to derive a new result for instance-oriented POMS:

THEOREM 3. Consider any tree G € 7 (n,d) and an arbitrary integer k € [1,n]. Let A* be an
algorithm achieving the lowest maxcostiant(ﬂ*, G). We can compute in poly(n) time the decision tree
of an algorithm A satisfying

maxcostig“t(ﬂ, G) ( logn )
maxcosty™ (A*, G) B log(1 + k) + loglogn) "

Note that the ratio in the Theorem 3 is no worse than O(log n/ loglog n). Furthermore, the ratio
is O(1) when k = Q(n€) for any constant € > 0.

Taciturn POMS. We establish the following for taciturn POMS:

THEOREM 4. For the taciturn POMS problem, let n represent the number of vertices in the input
graph G and d denote the maximum vertex out-degree in G. Both of the following statements are
true:

— There is an algorithm that can find the target in O(logn - log(1 + k) + % log,, 4 n) probes.
— Any algorithm must perform Q(logn + %’ log,, 4 n) probes to find the target in the worst case.

Our algorithm (the first bullet) is optimal up to an O(log(1+k)) factor. It is interesting to compare
the two POMS problems: classical vs. taciturn. A classical oracle reveals up to k bits of information
(i.e., one bit for each vertex in Q, encoding the vertex’s reachability to t), whereas a taciturn oracle
reveals only a single bit. Therefore, by trying to simulate a classical oracle with a taciturn oracle,
one is forced to do k (taciturn) probes in the worst case, regardless of the strategy. Therefore,
naively, one would expect a blow-up factor of k in the probing complexity. However, by comparing
Theorems 1 and 4, one can see that taciturn POMS demands more probes than classical POMS by
only a polylogarithmic factor.

EM POMS. We establish the following for EM POMS:

ACM Transactions on Database Systems, Vol. 48, No. 4, Article 10. Publication date: November 2023.
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Table 1. Summary of the Previous and New Results

POMS ref. cost remark

classical [6] O(dlogn) Gisatreeand k =1
classical  [22, 24, 32] O(dlog,,n) Gisatreeand k =1
classical [39] O((logn)(log,,, n) + % log,,;n) any DAG G and any k
classical this article O(log;,;n+ % log,, ;1) any DAG G and any k
classical [6] Q(dlog, 4n) Gisatreeand k =1
classical [39] Q(% log,,,n) G is a tree and any k
classical this article Q(log, ;. n+ % log,, ;1) G is a tree and any k
taciturn this article O(logn - log(1 + k) + % log,,,n) any DAG G and any k
taciturn  this article Q(logn + % log,,41n) G is a tree and any k

EM this article O(loggn + % log,.,n) any DAG G, space O(n/B)
EM this article Q(loggn + % log, 4 1) G is a tree and regardless of space

THEOREM 5. For the EM POMS problem, let n represent the number of vertices in the input graph
G and d denote the maximum vertex out-degree in G. Both of the following statements are true:

— There is a structure of O(n/B) space that can discover the target in O(logg n + % log, 4 n) I/Os.
— In the worst case, every structure must incur Q(loggn + %long n) I/Os to find the target,
regardless of the space usage.

Interestingly, our structure’s space and I/O complexities do not rely on the number of edges
in G. When d = O(B), our I/O cost becomes O(logg n). Combining Theorem 5 and the discus-
sion in Section 1.2 shows that any region-based structure with n vertices has an EM counterpart
that uses O(n/B) space and answers a query in O(loggn + %longrl n) I/Os! In Section 6.4, we
will employ our techniques to develop a simple, optimal, EM index for the vertical ray shooting
problem.

Empirical Evaluation for POMS. We present an empirical evaluation that examines the practi-
cal efficiency of our algorithm in Theorem 1, using the state-of-the-art [39] as a benchmark. The
results are promising: The proposed algorithm exhibited robust performance and consistently out-
performed the method of Reference [39] in all scenarios. Our evaluation also covers taciturn POMS,
but not EM POMS for which our contributions are theoretical in nature.

Remarks. Table 1 provides a summary of our results and offers comparisons to previous findings
where appropriate.

In this article, our discussion assumes that G is single-rooted; however, all the POMS definitions
can be extended to DAGs with multiple roots in a straightforward manner. In general, an algorithm
designed for single-rooted DAGs can be utilized to tackle multi-root DAGs as well. Consider, for
example, classical POMS. If G has p roots, then we can conceptually add a dummy root that has
an edge to each of the p original roots. This effectively creates a single-rooted DAG G’ where each
vertex has an out-degree at most max{p, d}, with d being the largest out-degree in G. It should
now be rudimentary to adapt a single-rooted algorithm to perform POMS on G’.

A preliminary version of this work appeared in Reference [1]. Besides an improved presentation
of the content in the conference version, the current article also introduces taciturn POMS as a new
problem, presents a systematic investigation of the problem, and features an experimental study
to confirm our algorithms’ usefulness in practice.
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2 PRELIMINARIES

Basic Concepts and Notations. Henceforth, every “tree”—unless otherwise stated—should be
understood as a rooted tree. The size of a tree T, denoted as |T|, is the number of nodes in T. The
notation u € T (respectively, u ¢ T) indicates that u is (respectively, is not) a node of T. The
notation parent(u) gives the parent node of u and is undefined if u is the root. The subtree of a
node u € T—denoted as T,,—is the tree induced by the descendants of u in T; the root of T,, is u.
We would like to remind the reader that a node is considered a descendant of itself (though not a
proper descendant); similarly, a node is an ancestor of itself (but not a proper ancestor).

Reserving G for the input graph of POMS, we will use symbol G when referring to a general
single-rooted DAG. A tree T is contained in G if every edge of T belongs to G. Given such a tree
T, the subgraph of G induced by the vertices in T is denoted as G[T]. Note that G[T] must be a
single-rooted DAG. If node u can reach node v in G, then we say that u can G-reach v.

Shielding. Given nodes u and v in a tree T, we define T,, © {v} as:

—T,ifu=mv;
— what remains in T,, after removing T, otherwise.

Note that if v ¢ Ty, then T,, © {v} = T,; furthermore, T,, © {v} always contains the root of T,,.

We will refer to © as the shield operator. Given anode u € T and a set S = {vy, vy, ..., Ux} Where
v; € T for each i € [1, x], we define
T,0S = ((..((Tuof{vi}) ©{va}) ©...) ©{uy}).

Note that T, © S is always a non-empty tree, because it always contains u.

Heavy-path Depth First Search Tree. Consider a depth first search (DFS) on a single-rooted
DAG G starting from its root. Recall that DFS uses a stack to manage the vertices that have been
discovered but may still have undiscovered out-neighbors. Vertices are assigned three colors: white
(never in stack), gray (in stack), and black (already popped out). At each step, the traditional DFS
would process an arbitrary white out-neighbor v of the vertex u,,, that currently tops the stack.
The heavy path depth first search (HPDFS), however, processes the white out-neighbor vps of
Uy0p that is able to G-reach the most white vertices via white paths.*

HPDEFS defines a tree T—the HPDFS-tree [39]—where a node u parents another v if the latter is
discovered while the former tops the stack. It also determines a total order < on the vertices in G:
We define u < v—read as “u is smaller than v” or “v is larger than u”—if u enters the stack before
v. For two sibling nodes u and v in T such that u < v, we call u a left sibling of v and, conversely,
v a right sibling of u.

Appendix A proves the following properties of T:

LEMMA 6. Let T be an HPDFS-tree of a single-rooted DAG G.

— (Order property) Ifu is a left sibling of v in T, thenu’ < v’ foreveryu’ € T,, andv’ € T,,.

— (No-cross-reachability property) Ifu < v and v ¢ T, then u cannot G-reach v’ for any
v €T,.

— (Path-descendants property) If w € T,, then for every node v that lies on at least one u-to-w
path in G, we havev € T,,.

— (Subtree-size property) If u is a left sibling of v in T, then |T,| > |T,|.

4 A white path is a path including only white vertices. If two or more nodes satisfy this condition, then vy, can be any of
them.

ACM Transactions on Database Systems, Vol. 48, No. 4, Article 10. Publication date: November 2023.
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Fig. 2. A running example. G is the graph represented by both the solid and dashed edges. An HPDFS T of
G is indicated by the solid edges. The labels on the nodes are consistent with the total order <. The black
nodes constitute the 8-separator X = {a,d, e, j, n, p} of T. The nodes of LFU(Z) = {b,d, h, i} are shown using
concentric circles.

Example. Consider G as the graph that has all the solid and dashed edges in Figure 2. The tree in
solid edges represents an HPDFS-tree T of G. The alphabetic order of the node labels reflects the
total order < (the labels on some nodes are omitted). Because node b precedes h in < and h ¢ Ty,
the no-cross-reachability property assures us that b cannot G-reach any node in T;,. Because k € Tj,,
the path-descendants property asserts that every path from h to k in G can contain only nodes in
Th. The other two properties are easy to understand.

3 NEW RESULTS IN GRAPH THEORY

In this section, our discussion will be purely graph theoretic and will revolve around a single-
rooted DAG G with n nodes, an arbitrary HPDFS-tree T of G, and an ordering < on the vertices of
G determined by T. The core of the discussion is:

Path Preservation: Given a target vertex t in G, how to find a vertex u—which is neither
t nor the root of G—such that every u-to-t path in G is preserved in G[T,,]?

Recall that G[T,] is the subgraph of G induced by the vertices in the subtree of u in T. It is worth
emphasizing that G[T,,] must contain all the edges of every u-to-t path in G. Our main finding is
that such a vertex u can always be found from a small collection of vertices in G, unless the same
collection already contains t.

Next, we will need to prove several fundamental properties in Sections 3.1-3.3 before presenting
our findings in Section 3.4.

3.1 Separators
It is well known that each tree T must contain a node whose removal disconnects T into trees each
having at most n/2 nodes (see Reference [29] for a proof). We now prove a more general fact.

LEmMA 7. Let T be an HPDFS-tree of a single-rooted DAG with n vertices. For every A € [2, n], there
is a set S of at most A — 1 nodes whose removal disconnects T into trees each having at most n/A nodes.

Proor. We can find such a set S using the algorithm below:

construct-separator
1. S«<0;T" «T
2. while [T’| > |n/A] +1do
3. u < the smallest node (under <) in T’ s.t. |T,,| > [n/A] + 1 but
|T}| < |n/A] for each child v of u /* remark: u definitely exists */
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u

Fig. 3. The left flank of u is the set of white nodes.

4. add u to S; remove T, from T’
5. return S

It is easy to verify that the removal of S disconnects T into trees each having at most n/A nodes.
It remains to show that |S| < A — 1. Every time we add a node into S at Line 4, [n/A] + 1 > n/A
nodes are removed from T’. If [S| > A, then the total number of nodes removed would be strictly
larger than |S| - n/A > A - n/A = n, giving a contradiction. |

We define the A-separator of T to be a set 3 determined as follows:

— if the output S of construct-separator contains the root of T, then ¥ = S;
— otherwise, > = S U {root of T}.

It holds by Lemma 7 that || < A.

Example. Assume that T is the tree in solid edges as shown in Figure 2 (T has 36 nodes). The
8-separator of T is X = {a,d, e, j,n,p}; the above algorithm finds the nodes of ¥ in the order
d, e, j,n,p, and a. Figure 2 colors all the nodes of ¥ in black.

3.2 Left Flanks, Left Flank Unions, and Grand Unions
Fix an arbitrary node u € T and consider the root-to-u path 7 in T. We define the left flank of
u—denoted as LF(u)—as the set of left siblings of the nodes on . See Figure 3 for an illustration.

Let ¥ be the A-separator of T. The left-flank union (LFU) of ¥ is
LFU(S) = U LF(u),

uey

and the grand union (GU) of ¥ is
GU(Z) = X ULFU(2). (5)

Example. Consider again the graph G in Figure 2 with A = 8. As explained before, £ =
{a,d, e, j,n,p}. The left flank of node p is LF(p) = {b, h}, while LF(n) = {b,i}. It is easy to ver-
ify that LFU(Z) = {b,d, h, i} and GU(Z) = {a,b,d, e, h, i, j, n, p}.

Next, we will prove several properties of the above concepts.
LEMMA 8. For every node u € ¥ and node v € LF(u), the tree T,, has at least one node in X \ {u}.

Proor. By definition of left flank, node v must have a right sibling v’ on the root-to-u path in
T and this node v must be an ancestor of u. By construction of ¥ using the method construct-
separator (Section 3.1), we must have |T,,| > [n/A] + 1, implying |T,/| > |n/A] + 1, which in turn
yields |T,| > [n/A] + 1 (subtree-size property of Lemma 6). As the removal of X disconnects T into
trees each having at most n/A nodes, T,, must contain at least one node in ¥, which cannot be u
(because v’ is a right sibling of v and also an ancestor of u). ]
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COROLLARY 9. For every node v € LFU(Y), the tree T, contains at least one node in .

Proor. The fact v € LFU(Z) means that v € LF(u) for some u € 3. The claim then follows from
Lemma 8. O

LEmMA 10. |[LFU(2)| < [Z] =1 and |[GU(Z)| < 2A.

Proor. We will prove only [LFU(Z)| < |2| — 1, because |GU(Z)| < 24 will then follow immedi-
ately from Equation (5) and Lemma 7.

Define P as the set of edges e in T such that e is on the root-to-u path for at least one u € 3.
Denote by T* the subgraph of T induced by P; note that T” is a tree. Consider any node v € LFU(Z).
By definition of LFU(Z), we have that v € LF(u) for some u € X. Therefore, T, contains at least
one node in 3 (Lemma 8) and v € T?. In other words, all the nodes in LFU(Z) are in TF.

Root T¥ at the root of T. Let I be the set of internal nodes in T* that have two or more child nodes
in T?. For each u € I, denote by c, the number of its child nodes in T*. Every node v € LFU(Z)
satisfies:

(i) some node w in T is a right sibling of v in T (by definition of left-flank unions), and
(ii) parent(v) € I (because both v and w are in TT).

This implies that each u € I has at most ¢, — 1 child nodes in LFU(Z) (note that the largest child
of u in TP cannot be in LFU(X)). This yields [LFU(Z)| < Y ,c; (cu — 1).

It remains to prove that Y, c; (c, — 1) < |2| — 1. Denote by x the number of leaves in T¥ and
by y the number of internal nodes in T* that have only one child in T”. By definition of T, every
leaf node of T” must belong to 3; hence, x < |Z|.

Now, let us view T as an undirected tree. Under this view, we have:

degree sum of all vertices in (the undirected) T¥ = 2 - number of edges in T”
zx+2y+(2(cu+l))—l = 2-(Il+x+y—-1)
uel
(note: the “~1” is for the root of TF)

:>Z(cu—1) = x-1<[3|-1.

uel

]

LEmMA 11. If node u can G-reach node v, thenv € T,-, where u” is the smallest node (under <) in
LF(u) U {u} able to G-reach v.

Proor. We first show that v € T+ for some node u* € LF(u) U {u}. Let 7 be the root-to-u path
in T and p be the lowest ancestor of u such that v € T,. If p = u, then we have found a node
u* = u € LF(u) U {u} satistying v € T,+. Consider now p # u. Define w as the child of p on 7 (note:
w can be u); hence, v ¢ T,, by definition of p. Since p # v (otherwise, v can G-reach u and, thus, G
has a cycle), p must have a child u* such that v € T,-. We now argue that u” is a left sibling of w
and, hence, belongs to LF(u). First observe that w can G-reach v, because u can G-reach v and w
is an ancestor of u. Therefore, if u* would be a right sibling of w, then the nodes w and u* cause
a violation of the no-cross-reachability property of Lemma 6: w can G-reach a node (i.e., v) in T,.
Moreover, we have that u* # w, because v € T« and v ¢ T,,. It thus follows that u* must be a left
sibling of w.
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Fig. 4. S is the set of black vertices. The star of S for t is s*.

As the nodes in LF(u) U {u} are not ancestors of each other, there is a unique node u* € LF(u) U
{u} satisfying v € T,~. By the no-cross-reachability property, no w’ € LF(u) U {u} with w’ < u*
can G-reach v. Hence, u™* is the smallest node in LF(u) U {u} that can G-reach v, as claimed. m]

3.3 Stars

Next, we introduce star, another concept crucial to our technical development. Let S be a non-
empty set of vertices in G that includes the root of G. For any vertex t in G, the star of S fort is the
smallest (under <) node s* € S satisfying:

— (Condition C1) s* can G-reach t;
— (Condition C2) no other node s € S satisfies (i) s € Ty+ and (ii) s can G-reach t.

See Figure 4 for an illustration. Note that the root’s presence in S guarantees the existence of s*.
Example. Consider Figure 2 with t = k and S = {a,b, h, 1,m, p}. The star s* of S for ¢ is h.
The next two lemmas present some properties of the star.

LEMMA 12. Let S be a set of vertices in G. For everyu € S, the star of S for u must be u itself.

Proor. This is due to three facts: (i) no proper descendant of u in T can G-reach u (otherwise,
there would be a cycle), (ii) no proper ancestor of u can be the star of S for u, because u can G-
reach itself, and (iii) if a node v is smaller than u (under <) but not an ancestor of u, then v cannot
G-reach u (no-cross-reachability property of Lemma 6). ]

LEMMA 13. Let % be a A-separator of T where A can be any value at least 2. If node u is a child node
of some node in ¥ but u ¢ GU(X), then parent(u) is the star of GU(Z) for u.

Proor. The claim will follow from the definition of star, provided that we can show:

—If anode v € GU(Z) satisfies v < parent(u) and parent(u) ¢ T,, then v cannot G-reach u.
—If anode v € GU(Z) satisfies v € Tparent(u) and v # parent(u), then v cannot G-reach u.

The first bullet is a direct corollary of the no-cross-reachability property (Lemma 6). Next, we focus
on the second bullet.
Suppose that some node v as defined in the second bullet can G-reach u. We observe:

— v cannot be a descendant (in T) of any left sibling of u (otherwise, the left sibling of u can
G-reach u through v, violating the no-cross-reachability property);

— v # u (because v € GU(Z) yet u ¢ GU(2));

— v cannot be a proper descendant of u in T (otherwise, there is a cycle).

Thus, there must exist a right sibling u” of u satistying v € T,,.
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We argue that T, must contain at least one node in 3. This is obviously true if v € 3. If, however,
v ¢ 3, then the fact v € GU(2) tells us that v € LF(w) for some w € 3. In that case, by Lemma 8,
T, must have at least one node in X \ {w}.

Because T, has a node in > and v € Ty, it follows that T, also has a node—denoted as w—in
3. But this means that u (being a left sibling of u’) belongs to LF(w) and, hence, also belongs to
LFU(Z), contradicting that u ¢ GU(Z). O

3.4 Path Preservation Lemmas

Recall that the core of our discussion in this section is path preservation, which, as explained
before, is to find a vertex u—which is neither ¢ nor the root of G—such that every u-to-t path in
G is preserved in G[T,]. Next, we will prove that such a vertex u can always be identified from a
small collection of vertices in G, unless the collection already contains the target t. We will present
our findings in three lemmas, which are useful in different scenarios. These lemmas demonstrate
the importance of all the concepts introduced earlier: separator, left flanks, grand unions, and stars.

LEMMA 14 (PATH PRESERVATION USING A ROOT-CONTAINING SET). Lett be a vertex in G, let S be
a set of vertices in G including the root, and let s* be the star of S fort. Suppose thatt € Ts+ yett # s™.
Ifs* is the smallest child of s* in T that can G-reach t, then

—t € Tg;
— every s*-to-t path in G is present in G[Ty © S].

Proor. To prove the first bullet, notice that ¢t ¢ T, for any left sibling v of s*: otherwise, s*
would not be the smallest child of s* that can G-reach ¢t. However, t ¢ T, for any right sibling v
of s*; otherwise, s*, v, and t cause a violation of the no-cross-reachability property of Lemma 6.
Hence, t € Tys.

Next, we prove the second bullet. Consider an arbitrary s*-to-t path 7 in G. We argue that every
node u on 7 is in T+ © S. The second bullet will then follow, because G[T,+ © S] is a vertex-induced
subgraph of G. Because t € T+, the path-descendants property of Lemma 6 indicates u € Tg. If
u ¢ Ty © S, then u must be “shielded” by S, namely, there is some node s € S satisfying s # s*,
s € Ty, and u € Ty. Given that u can G-reach t, node s must also be able to G-reach t. However,
s € Ty tells us that s € Tg«; thus, s* violates Condition C2 (Section 3.3) in the definition of star,
giving a contradiction. O

Example. Consider Figure 2 with ¢t = kand S = {a,b, h, 1,m, p}. As mentioned, the star s* of S for ¢
is h. Both child nodes of h (i.e., i and n) can G-reach t = k. Hence, s* = i. Ty» © S—the tree obtained
by “shielding” T; with S—consists of the edges in Tj plus the edge (i, j). Note that i has two paths
to k in G, both of which are preserved in G[T+ © S].

LEMMA 15 (PATH PRESERVATION USING A LEFT FLANK). Let t be a vertex in G, let 3 be the k-
separator of T, and let s* be the star of X for t. If s** is the smallest node in LF(s*) U {s*} able to
G-reach t, then

—t € Tsw;
— every s**-to-t path in G is present in G[Ts~ © X].

PRrROOF. As s* can G-reach t, the first bullet follows directly from Lemma 11.

Next, we prove the second bullet. Consider an arbitrary s**-to-t path x in G. We argue that every
node u on r is in Ts+ ©3. The second bullet will then follow, because G[ T+~ ©3] is a vertex-induced
subgraph of G. By the path-descendants property of Lemma 6, we must have u € Tg (recall that
we have shown t € Ty«). If u ¢ Ty~ ©3, then u must be “shielded” by 3, namely, there is some node
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s € ¥ satisfying s # s™, s € Ty«, and u € T;. We must have s* # s**; otherwise, T+ has a node—i.e.,
s, which is different from s*—in ¥ able to G-reach t, violating Condition C2 (Section 3.3) in the
definition of star. Thus, s € LF(s*) and therefore s** < s*. It follows that s < s* (order property
of Lemma 6). Hence, Ts contains a node (namely, s itself) that is in ¥, can G-reach ¢, and is smaller
than s*. This contradicts s* being the star of X for t. ]

Example. Consider Figure 2 with A = 8 and t = m. Recall that ¥ = {a,d, e, j,n,p} and, hence,
s* = p. Thus, LF(s*) U {s*} = {b, h, p}, giving s** = h. T;~- © ¥ is a tree with four nodes: h, i, 1, and
m. G has two h-to-m paths in G, both of which are preserved in G[Ts+~ © X].

LEMMA 16 (PATH PRESERVATION USING A GRAND UNION). Let t be a vertex in G, let 3 be the
k-separator of T, and let s* be the star of GU(Z) for t. Then

—t € Ts;
— every s*-to-t path in G is preserved in G[T;- © GU(Z)].

Proor. We first show LF(s*) € LFU(Z). This holds by definition if s* € %. Consider now s* €
GU(Z) \ X, which means s* € LFU(Z). By Corollary 9, T+ contains at least one node u € ¥; thus,
LF(s*) C LF(u) C LFU(Z).

Next, we prove the first bullet of Lemma 16. We claim that no nodes in LF(s*) can G-reach ¢. To
understand why, note that every node in LF(s*) is smaller than s*, and LF(s*) € LFU(X) € GU(2).
Thus, if some node in LF(s*) can G-reach ¢, then s* cannot be the smallest node in GU(ZX) satisfying
Conditions C1 and C2 (Section 3.3), violating the definition of star. Equipped with the claim, we
can now obtain ¢ € Ty~ from Lemma 11 (here, we applied the lemma by setting u = s* and v = ¢,
noticing that the node u* in the lemma’s statement is also s*).

To prove the second bullet, consider an arbitrary s*-to-t path x in G. We argue that every node
u on 71 is in T~ © GU(X). The second bullet will then follow, because G[Ts» © GU(X)] is a vertex-
induced subgraph of G. By the path-descendants property of Lemma 6, we have that u € Ts-. If
u ¢ Ty © GU(Z), then there must be some node s € GU(Z) satisfying s # s*, s € Ts+, and u € Ts.
But this contradicts Condition C2 (Section 3) in the definition of star. O

Example. Consider Figure 2 with A = 8. As explained in Section 3.2, GU(X) = {a, b, d, e, h, i, j, n, p}.
If t = f, then s* = b. The tree T, © GU(Z) has nodes b, c, f, and g. G has two b-to-f paths, both
preserved in G[Ts» © GU(Z)].

4 CLASSICAL POMS

This section aims to establish the formal results mentioned in Section 1.4 for classical POMS. Specif-
ically, we will introduce a new POMS algorithm in Section 4.1 and analyze its probing cost in Sec-
tion 4.2. In Section 4.3, we will present a matching lower bound on the probing complexity, which
will complete the proofs of Theorem 1 and Corollary 2. Finally, Section 4.4 will prove Theorem 3.
Throughout our discussion, we will assume that k > 2; for cases with k = 1, one can manually
increase k to 2 (i.e., simulate an oracle for k = 2 using the provided oracle of k = 1) and then apply
our techniques.

4.1 A POMS Algorithm
Our POMS algorithm works by shrinking the input graph G into smaller single-rooted DAGs
G1,Go, ..., Gy (for some h > 1) where the last DAG Gj, becomes small enough to be solvable
with a single probe.

Define Gy = G. The algorithm runs in iterations. The ith iteration takes as the input a single-
rooted DAG G;_; with n;_; vertices and produces a single-rooted DAG G; having four properties:
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— (subgraph) G; is a subgraph of G;_;;

— (size reduction) G; has n; < n;_;/k vertices;

— (target containment) G; contains the target t;

— (path-preserving) if r is the root of G;, then every r-to-t path in G,_; is present in G;.

These properties ensure:

LEMMA 17. For each vertex u in G, it holds that u can G;-reach the target t if and only if u can
G-reach t.

PRrOOF. As G; is a subgraph of G, the “only-if direction” trivially holds. We will focus on the
“if direction.” In fact, we will prove a stronger claim: every u-to-t path in the original graph G is
preserved in G;. As Gy = G, the claim is obvious for i = 0. Next, assuming the claim’s correctness
oni =j > 0, we will prove the correctness fori = j + 1.

Consider an arbitrary u-to-t path  in the original graph G. As G}, is single-rooted, the root
r of Gj41 can Gj.q-reach u. Identify an arbitrary r-to-u path 7’ in G;;1. By concatenating 7’ and
7, we obtain a path 7" from r to t in G. By the inductive assumption, r is preserved in G;. The
path-preserving property assures us that 7" must also exist in G;,1. This means that 7 is preserved
in Gj41, as claimed. O

Owing to the above guarantee, we can pretend as if G; comes with a “dedicated oracle” respon-
sible for reachability probes on G;. Specifically, when asked if a node u in G; can reach ¢, the
Gi-oracle simply passes u and ¢ to the original oracle and then relays the oracle’s answer back to
the algorithm.

with one probe. Otherwise, we generate G; in two phases.

Algorithm. Consider iteration i > 1. If G;_; has n;_; < k vertices, then ¢ can be found trivially

Phase 1. Construct an HPDFS-tree T of G;_; and the k-separator ¥ of T. Let < be the total order
defined by T on the vertices of G;_1. As |2] < k (Section 3.1), with a single probe, we can obtain all
the vertices in X able to G;_;-reach t (there must be at least one such vertex, because > includes
the root of G;_1, which can definitely G;_;-reach t). We can then identify the star s* of ¥ for ¢
(Section 3.3). By Lemma 10, [LF(s*)| < [LFU(Z)| < k — 1. Thus, with another probe, we can figure
out which nodes in LF(s*) U {s"} can G;_;-reach t. Define s** to be the smallest (under <) among
those nodes.

Phase 2. It must hold that either s** ¢ ¥ or s = s*. Indeed, if s* € X but s* # s*, then s** < s*
and s* cannot be the smallest node satisfying Conditions C1 and C2 (Section 3.3).

If s** ¢ 3, then we finalize G; to be G;_1[Ts © X]. Now consider s** = s*. We aim to find the
smallest (under <) child s* of s* (in T) that can G;_;-reach t. For this purpose, it suffices to probe
the reachability (to t) for the child nodes of s* in ascending order of < (each probe includes k nodes,
except possibly the last probe) and stop as soon as encountering s*. If s* does not exist, then we
declare ¢t = s* and finish the whole algorithm. Otherwise, we set G; to G;i_1[Ts+ © X]. Note that if
the algorithm does not finish in this iteration, then the graph G; generated contains no vertices
in 2.

Correctness. The lemma below ascertains our algorithm’s correctness.

LEMMA 18. If the algorithm finishes in iteration i > 1, then it correctly finds t = s*. Otherwise, G;
has the subgraph, size-reduction, target-containment, and path-preserving properties.
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Proor. The algorithm terminates in the ith iteration only when s* = s*. In this case, the first
bullet of Lemma 15 indicates ¢ € T,+. Hence, if none of the child nodes of s* can G;_;-reach t (this
means none of them can G-reach t; see Lemma 17), then t must be s*.

Next, we consider that the algorithm does not terminate in the iteration. It is obvious that G; is
a subgraph of G;_;. Furthermore, G; includes no vertices from X and, thus, can have at most n;_;/k
nodes (Lemma 7). Next, we prove the claim that G; contains ¢ and is path-preserving. If s** ¢ 3,
then the claim follows from Lemma 15. Otherwise, we must have s** = s*, and the first bullet of
Lemma 15 assures us t € Ty-. As the existence of s* indicates t # s*, the claim now follows from
Lemma 14. a

4.2 Cost Analysis

In this subsection, we will show that our algorithm does O(log,, ;. n+ % log, . 4 n) probes, as claimed
in the first bullet of Theorem 1. Given G;_; (for i > 1), the ith iteration of our algorithm either
finds t or outputs G;. Suppose that the algorithm finds ¢ at iteration h for some h > 1.

Analysis of One Iteration. Consider the ith iteration where i € [1,h—1].Let T, <, s*, s**, and s* be
defined as in Section 4.1. Set n;_; (respectively, n;) to the number of vertices in G;_; (respectively,
Gi). Define an integer x; as follows:

—if s** # s* then x; = 0;

— otherwise, x; equals how many child nodes of s* (in T) are smaller than s*.

The ith iteration issues at most

z+["ik“] ©)

queries (two queries in Phase 1 and the rest in Phase 2).

LEMMA 19. Foreveryi e [1,h—1]:
ni-1
max{k,x; + 1}

™)

n; <

Proor. The factn; < n;_;/k hasbeen proved in Lemma 18. Next, we will prove n; < n;_1/(x;+1).
This is obviously true if x; = 0. Consider now x; > 0. In this case, s* has x; left siblings v satisfying
|T,| > |Tg#| (subtree-size property of Lemma 6). Hence, |Tg| = (x; +1)|Tg#| / (x;+1) < nj—1/(x;+1).
The lemma then follows from n; < |T|. |

Total Cost. Applying Equation (7) for each i € [1,h — 1] yields

n

> np_y > 1. (8)
?:—11 maxik, x; + 1}

Therefore, h = O(log;. n). By Equation (6), the total cost of the algorithm is at most

= Xi+1 o1 x 15
1+Z(2+[ P ])S1+Z(3+E+E):O(1°gkn)+ﬁzx"’ 9)
i=1 i=1 i=1

If d < k, then x; < d < k; hence, Equation (9) is bounded by O(log, n). Assuming d > k + 1, the
rest of the proof will show

Zx,— = O(dlogyn +klog, n), (10)
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which will yield the conclusion that our algorithm performs O(log, n + % log, n) probes in total
(the last, hth, iteration obviously performs O(d/k) probes).

Proof of Equation (10). The integers x1, ..., xp_1 satisfy 0 < x; < d — 1 and

h-1
ﬂmax{k,xi +1}<n (11)
i=1

because of Equation (8). We will prove Equation (10) under the relaxation that xi, . .., xj, are real

values (instead of integers) in [0, d — 1]. In such a case, the constraint (11) can be replaced by

h-1
]_[ (xi+1) <n (12)
i=1

by requiring x; > k — 1, noticing that if x; < k — 1, then raising it to k — 1 always increases the
left-hand side of Equation (10). Thus, the goal now is to maximize ?:_11 x; subject to Equation (12)

and x; € [k —1,d —1].

LEMMA 20. When 5:11 X; is maximized, at most one of x1,...,xp—1 can be strictly larger than
k — 1 but strictly smaller than d — 1.

PRrROOF. Suppose that there are distinct iy, i; € [1,h — 1] such that x;, and x;, are both strictly
larger than k — 1 but strictly smaller than d — 1. Without loss of generality, assume x;, > x;,. Set
¢ = (xi, + 1)(x;, + 1). Clearly, k? < ¢ < d?. We can increase x;, + x;, as follows:

—if ¢ > dk, then modify x;, to d — 1 and x;, to ¢/d — 1;
— otherwise, modify x;, to ¢c/k — 1 and x;, to k — 1.

After the modification, x;, = d — 1 or x;, = k — 1; and no constraints are violated, because k — 1 <
xi, £ x5; <d—1and (x;, +1)(x;, + 1) = c. This contradicts the claim that the original x1, ..., xp_1
maximize f':_ll Xj. O

Consider a set of x1, . . ., x;—; that maximizes 2?:_11 x;. Let y; (or y2) be the number of variables
among xi, . . ., xp—1 that are set to k — 1 (or d — 1, respectively). Because of Equation (12), we have
y, = O(log, n); however, trivially, y; < h — 1. Hence:

h—1
Zx,- <yi(k—1) + (1 +1y)(d — 1) = O(hk + dlog, n) = O(klog, n + dlog, n).

i=

4.3 A Lower Bound

Consider G as a tree with n vertices. We will show that
maxcostikmt(ﬂ, G) = Qog, n) (13)

holds for any POMS algorithm A, where maxcostikm(.?{, G) is defined in Section 1.3. This lower
bound applies to an arbitrary tree G with n vertices.

Consider a probe with a set Q of k > 1 vertices g1, qz2, . .., qr. The oracle returns an outcome
sequence ai, d, . . ., di, where a; = 11if q; can G-reach the target ¢ or 0 otherwise. With Q fixed,
the outcome sequence solely depends on ¢.

LEmMMA 21. When G is a tree, there are at most k + 1 distinct output sequences for a specific Q, as
t ranges over all the vertices in G.
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Proor. We prove the lemma by induction on k. Obviously, a query under k = 1 has two out-
come sequences. Assuming that the lemma is true for k = z (for some z > 1), next, we prove its
correctness for k = z + 1. As before, let the query sequence Q be g1, gz, - - ., gz+1. At least one node
in Q has the property that its subtree in G contains no other nodes in Q. Assume that g,; is such
a node (otherwise, rename the nodes in Q).

For each selection of t € G, denote by ay(t), ax(t),...,a,+1(t) the corresponding output se-
quence. If nodes t and ¢’ both belong to the subtree of q,1; (in G), then a;(t) = a;(t’) for all
i € [1,z]. This is true, because the subtree of ¢, is either contained in that of ¢; (in which case
a;(t) = a;(t") = 1) or disjoint with that of g; (in which case a;(t) = a;(t") = 0).

Consider the set of all output sequences a;(t), az(t),...,a,+1(t) as t ranges over all the ver-
tices in G. Divide the set into Group 1 where a,,;(t) = 1 and Group 0 where a,,;(t) = 0. Our
earlier discussion implies that Group 1 has exactly one sequence. By the inductive assumption,
Group 0 has at most z + 1 sequences. We thus conclude that there are at most z + 2 distinct

al(t),az(t),...,azﬂ(t). O

We now prove Equation (13) with an information theoretic argument. By Lemma 21, each out-

come sequence can be encoded in O(log(k + 1)) bits. At least log, n bits are needed to encode the

n possible targets t. Thus, Q(lolg(zlfk)) probes are needed for at least one .

As mentioned in Section 1.3, it has been proved in Reference [39] that minmaxcost (7 (n,d)) =
Q(% log,, 4 n), where minmaxcost(.) is defined in Equation (1), and .7 (n, d) is defined in Equa-
tion (3). As the above argument holds for any tree with n vertices, we can now conclude that
minmaxcosti (7 (n,d)) = Qlog,, . n + %long n). This proves the second bullet of Theorem 1
and also Corollary 2.

4.4 Discussion on Instance-oriented POMS

The above discussion focused on class-oriented POMS. This subsection will explain an implication
of our results on instance-oriented POMS (see Section 1.3) when the input graphs are trees.

Let G be an arbitrary tree with n vertices and maximum out-degree d. We will show that
maxcost}?“(?l, G) = Qog,n+d/k) (14)

holds for any POMS algorithm A. In Section 4.3, we have already proved maxcosti]?“(ﬂ, G) =
Q(log, 4 n); see Equation (13). It remains to show that maxcost}f“(ﬂ, G) = Q(1+d/k). To do so,
identify an arbitrary node u in G with d child nodes vy, vy, ..., v4. Define S = {vy, ..., v4}. When
asked if a node q € G can reach t, the oracle acts in the followmg manner until S| = 1 ( ) if q €S,
then return “no” and then remove ¢ from S; (ii) if ¢ ¢ S and ¢ can reach u, then return “yes”; (iii)
otherwise, return no. When |S| drops to 1, the oracle finalizes ¢ to the only node left in S. It is now
clear that A must set q to at least d — 1 distinct nodes throughout the execution, which necessitates
at least [(d — 1)/k] probes. This establishes the lower bound in Equation (14).

Our algorithm A in Theorem 1 ensures maxcost)™ (A, G) = O(log, ;. n + % log,, 4 n), which is
logn
log(1+k)+loglog n )

To see why, note that the factor is always bounded by O(log,, ,n), which is O(log(l-l—llc(;%)

. klog, n klog, n . (d/k)log,,  ny _ d log(1+k)
ifd > logz(li—k)' Ifd < lmgz(—li—k)’ then the factor is O(W) = O(% Tog(ird) ) which is

O(M%). This completes the proof of Theorem 3.

greater than the right-hand side of Equation (14) by a multiplicative factor of O(
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5 TACITURN POMS

This section is dedicated to establishing the formal results outlined in Section 1.4 for taciturn POMS.
Specifically, an algorithm for solving taciturn POMS will be introduced in Section 4.1, followed by
an analysis of its probing cost in Section 4.2. In Section 4.3, we will present a matching lower bound
on the probing complexity, which will complete the proof of Theorem 4.

5.1 An Algorithm

We will simulate our classical-POMS algorithm in Section 4.1—referred to as POMS(k) henceforth—
under a taciturn oracle.

Recall that, given Gy = G, POMS(k) iteratively produces DAGs G1, G, - . ., Gp, (for some h > 1)
such that the number of vertices in G; is at most 1/k of that in G;_1, for i € [1, h]. To solve the
taciturn POMS problem, we will simulate POMS(2), but using a taciturn oracle with parameter k.
To avoid confusion, we will use k4 for the value of k in classical POMS (i.e., kog will be fixed to
2), while reserving k for taciturn POMS.

Next, we will explain how to implement the ith (1 < i < h) iteration of POMS(2), which takes
as the input G;_; and outputs G;. If G;_; has at most k,;; = 2 vertices, then we use two taciturn
probes to find out which vertex is ¢. Otherwise, the iteration performs two phases. The following
discussion will clarify how each phase is implemented on a taciturn oracle:

Phase 1. POMS(2) starts by computing an HPDFS T of G;_;; let < be the total order that T defines
on the vertices of G;_;. After finding the 2-separator X of T, POMS(2) looks for (i) s*, the star of X
for t and (ii) s**, the smallest node in LF(s*) U {s*} able to G;_;-reach t.

As 2] < kog = 2, we can use O(1) taciturn probes to decide the vertices of ¥ that can G;_;-
reach ¢ and, thereby, identify the star s* of X for ¢. Similarly, as LF(s*) < [LFU(Z)| < kgg—1 =1
(Lemma 10), using another O(1) taciturn probes, we can identify s**.

Phase 2. As explained in Section 4.1, either s** ¢ 3 or s* = s*. In the former case, the iteration
finishes by generating G; = G;_1[Ts+©X]; no more probes are necessary. In the latter case, POMS(2)
finds the smallest (under <) child s* of s* (in T) that can G;_;-reach t. If s* does not exist, then
POMS(2) returns t = s*; otherwise, it generates G; = Gi—1[Ts+ © Z].

Next, focusing on the case s** = s*, we will explain how to use taciturn probes to find s* or de-
clare its non-existence. Suppose that s* has y child nodes in T, which are uy, u,, . . ., u, in ascending
order of <. Divide the ordered child list into [y/k] groups, such that group 1 contains the small-
est k child nodes, group 2 the next smallest k, and so on. Each group has exactly k nodes except
possibly the last group. Use taciturn probes to identify the smallest j such that group j contains at
least one node that can G;_;-reach t. If j does not exist, then we conclude that there is no s*.

Now consider that j is has been obtained. Thus, s* must be the smallest node in group j that can
Gi_1-reach t. We can find s* with binary search as follows: Let S be the set of nodes in group j and
S1 be the set of the | |S|/2] smallest nodes in S. Issue a taciturn probe with S;. If the probe returns
yes, then we recursively look for s*in S;; otherwise, we do so in S\ S;. The process continues until
only one node is left. The binary search costs 1 + [log, k] probes.

In summary, if s* does not exist, then Phase 2 issues [d/k] probes and terminates the whole
algorithm. Otherwise, the number of probes is fHTx] + 1+ [log, k1, where x is the number of left
siblings of s*.

5.2 Cost Analysis

Suppose that our algorithm in the previous subsection finds ¢ in the hth iteration. As analyzed in
Section 4.2, the value of h is O(logy,  n), which is O(log n).
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For each i € [1, h — 1], define x; as in Section 4.2. Specifically, if s** # s*, then x; = 0; otherwise,
x; is the number of left siblings of s*. As discussed in Section 5.1, the ith iteration performs

o (1 + Xy log k)
k
probes. Therefore, the total probing cost is at the order of
h

Xi _
Z (1 et log k) = O(logn -log(1+k)) + le (15)

i=1

The analysis of Z?:l x; is identical to that of Section 4.2. From Equation (10), we get

h
> x; = O(dlog, n + koalogy, n) = O(dlog, n + logn).
i=1
Plugging the above into Equation (15) shows that our total probing cost is O(logn - log(1 + k) +
% log, 4 n), as claimed in the first bullet of Theorem 4.

5.3 A Lower Bound

In this section, we will prove the lower bound in the second bullet of Theorem 4. As mentioned
in Section 4.3, it has been proved in Reference [39] that, for classical POMS, any algorithm must
perform Q(% log,,; n) probes in the worst case. The same lower bound must also apply to taciturn
POMS because one can utilize the oracle in classical POMS to simulate a taciturn oracle (return no
for taciturn POMS if and only if the traditional oracle replies no to every vertex in the probe).

Next, we establish another lower bound of Q2(log n) on the probing complexity of taciturn POMS.
Consider G to be a chain of n vertices (i.e., a rooted tree where every non-leaf vertex has an out-
degree 1). We observe that if we perform a taciturn probe with a set Q of vertices, then the probe’s
outcome is uniquely determined by only one vertex in Q: the one “highest” in the chain (that can
reach every other vertex in Q). Thus, we can as well limit the size of Q to 1, in which case a lower
bound of [log, n] becomes obvious (this is the same as classical POMS with k = 1, and thus the
discussion in Section 4.3 applies).

Finally, we can obtain a lower bound Q(logn + % log1 +4 ) by merging our argument with that
of Reference [39] as follows: The hard input in Reference [39] (for proving Q(% % log . 4 n)) was
a perfect d-ary (d > 2) tree with n vertices; denote such a tree as T;(d, n). However, let T,(n)
represent a chain with n vertices. Now, given valid parameters d and n for T (d, n), we construct a
tree T3(d, n) as follows:

— The root r of T5(d, n) has two child nodes.
— The left subtree of r is T; (d, n), while its right subtree is Tz(n).

It is clear that T5(d, n) has 2n + 1 nodes and a maximum vertex out-degree of d. We argue that any
taciturn POMS algorithm A must perform Qogn+ £ logl +a ™) probes to find the target vertex t

in the worst case. Indeed, if log, n < ¢ 10g1+d n, then ﬂ needs Q(4 z log,, 4 n) probes to guarantee
finding t in T (d, n); otherwise, A needs Q(log n) probes to guarantee finding ¢ in T»(n).

6 EMPOMS

This section aims to establish the formal results outlined in Section 1.4 for EM POMS. To achieve
this, we will first design another algorithm for classical POMS in Section 6.1, which shares the
same performance guarantees as Theorem 1. However, this new algorithm possesses additional
properties not found in our algorithm from Section 4.1. These properties are crucial for designing a
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structure for EM POMS, as demonstrated in Section 6.2. In Section 6.3, we will present a matching
lower bound on the probing complexity, completing the proof of Theorem 4. To showcase the
power of our techniques, Section 6.4 will utilize the theorem to develop a new optimal structure
for the vertical ray shooting problem.

6.1 Another Algorithm for Classical POMS

In this subsection, we revisit classical POMS and present another algorithm to achieve the probing
complexity in Theorem 1.

Algorithm. Our new POMS algorithm follows the same iterative framework in Section 4. The ith
iteration (i > 1) finds t with one probe if G;_; has at most k vertices; otherwise, it produces G; in
two phases but in a way different from Section 4.1.

Phase 1. Construct an HPDFS-tree T of G;_; (which determines a total order <) and find the k-
separator X of T (Section 3.1). As |[GU(X)| < 2k (Section 3.2), with at most two probes, we can find
the nodes in GU(Z) capable of G;_;-reaching ¢ and, hence, the star s* of GU(Z) for t.

Phase 2. If s* ¢ 3, then the iteration outputs G; = Gi—1[Ts- © GU(2)]. Otherwise, we find the
smallest (under <) child s* of s* in T that can G;_;-reach t. If s* exists, then the iteration outputs
Gi = Gi1[Ty © GU(Z)]; if s* does not exist, then the algorithm finishes with ¢ = s*.

Correctness and Cost. By resorting to Lemmas 14 and 16 and adapting the cost analysis of our
first POMS algorithm, we prove in Appendix B:

LEMMA 22. The above algorithm is correct and achieves the same guarantees as in Theorem 1.

New Properties. Let us concentrate on an arbitrary iteration—say, the ith (with i > 1)—of the
algorithm. Denote by G;_; the iteration’s input, by T an HPDFS-tree of G;_1, and by X the k-
separator of T. The iteration’s execution is determined by G;_; and the target ¢ (which must be in
Gi—1 due to the target-containment property). Define

OUT(Girt) = an empty DAG  if the itération finds ¢
Gi otherwise.
Define further:
OUT(Gi-1) = ({(OUT(Gi-1,v) | vin Gi-1}.

LEmMA 23. No two DAGs in OUT(G;-1) share any common vertex.

Proor. Consider any two different non-empty DAGs G; and G, in OUT(G;-;). Denote by r;
(respectively, r;) the root of Gy (respectively, G;). In other words, G; = Gi—1[T,, © GU(Z)] and
G; = Gi-1[T,, © GU(Z)], which implies r; # r;. Next, we show that T,, © GU(Z) and T,, © GU(X)
do not share any common vertex. Since these graphs are trees, the claim is true if 7, and r, have
no ancestor-descendant relationship in T.

Assume, without loss of generality, that r; is a proper ancestor of r, in T. By the way our algo-
rithm runs, we must have either

—(Case 1) r, € GU(2) \ X or
— (Case 2) parent(ry) € 3.

Specifically, Case 1 can happen only if s* = r,, while Case 2 can happen only if s* = r;.
In Case 1, T,, © GU(2) is contained in T,, ©{r;}, which shares no vertices with T},. It thus follows
that T,, © GU(Z) shares no vertices with T,, © GU(Z).
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Consider now Case 2. In general, the G; produced by iteration i cannot be rooted at a vertex in
3. To understand why, first note that G; is rooted either at s* or s*. In the former case, we must
have s* ¢ ¥. In the latter case, we must have s* ¢ 3: If s* € 3, then s* € GU(Z), which contradicts
that s* satisfies condition C2 (Section 3.3).

As the root G; cannot be in ¥, we know r; ¢ X, which means that parent(r;) is a proper de-
scendant of r; in T. Because parent(r;) € ECGU(Z), we have that T,, © GU(Z) is contained
in T, © {parent(r;)}. Furthermore, T,, © {parent(r,)} shares no vertices with T,srens(r,), Whereas
Tparent(r,) contains T,, © GU(Z). Therefore, we can conclude that no common vertex can exist in
T,, © GU(Z) and T, © GU(3). O

Define the children set of ¥ as

C = {nodeu € T | uisa child of some node in >}.
We can bound the size of C as follows:
LeEmMa 24. |C| < |2| + |OUT(G;-1)|.

Proor. We will prove that, for each node u € C\ 2, the set OUT(G;_1) contains at least one DAG
rooted at u. Because each graph in OUT(G;_,) is single-rooted, we have |C \ 2| < |OUT(Gi-1)l,
which yields |C| < [Z] + |OUT(Gi-1)I.

We will prove a more specific claim: When the target t equals u, OUT(Gi-1,t) must be a DAG
rooted at u. Let us start with the scenario where t = u € LFU(Z). By Lemma 12, u is the star of
GU(2) for u itself. Hence, Phase 1 of the algorithm returns s* = u. Ass* = u ¢ 3, Phase 2 generates
Gi = Gi—1[T, © GU(X)], which is rooted at u. Consider now the scenario where t = u ¢ LFU(Z).
This, together with the fact u € C \ X, indicates u € C \ GU(X). By Lemma 13, Phase 1 returns
s* = parent(u), which is in 3 (by definition of C). Phase 2 sets s* = u (no left sibling of u can G;_;-
reach u, by the no-cross-reachability property of Lemma 6) and outputs G; = G;-1[T,, © GU(Z)],
which is rooted at u. O

6.2 An EM Structure

To find the target ¢, our EM structure deploys the algorithm A of Lemma 22 by setting its parameter
k to the block size B. Specifically, we precompute all the probes that A can possibly perform. For
every probe, the structure stores the at most B vertices (requested by the probe) in O(1) blocks.
Thus, no matter which probe A needs to make, A can always load the corresponding vertices into
memory with O(1) I/Os. The main challenge is to argue that the space complexity is O(n/B). For
that purpose, we will create the structure recursively and leverage Lemmas 23 and 24 to obtain a
non-conventional recurrence on the space consumption, which will solve to O(n/B).

As mentioned, the output of the ith (i > 1) iteration of A depends on G;_; and ¢. More specif-
ically, conditioned on each G;_;, the ith iteration can have |[OUT(G;_1)| different outputs, as dis-
cussed in Section 6.1. We will create a structure POMS(G;-_1, i), which gives A all the informa-
tion needed to execute the iteration on G;_;. The iteration either terminates or outputs a DAG
Gi € OUT(G;-) for the (i + 1)-th iteration. This G; will then be recursively handled by a structure
POMS(Gi, i + 1). The entry point to the whole recursion is POMS(G, 1) = POMS(Gy, 1). Next, we
explain the details of POMS(G;_1, i).

Structure POMS(G;—_1,i): When G;_; Is Large. Let us start from the scenario where G;_; has
more than B vertices. Let T be an HPDFS-tree of G;_; and X. be the B-separator of T. In O(1) blocks,
we store all the vertices GU(Z) and encode their ancestor-descendant relationships in T (it is well
known that the ancestor-descendant relationships of x nodes in a tree can be encoded in O(x)
words). They will be referred to as the grand-union blocks. By reading these blocks into memory,
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A can execute Phase 1 to decide, for each u € GU(X), whether u can G;_;-reach t. From that
information, A obtains the star s* of GU(X) for ¢.

Fix an arbitrary node u € GU(Z) \ 2. If s* = u, then Phase 2 of the iteration generates G; =
Gi-1[Ts+©GU(Z)] to be processed by iteration i+ 1. We build POMS(G;, i+1) recursively and store a
pointer (i.e., a disk address) to POMS(G;, i + 1) at u inside the grand-union blocks of POMS(G;_1, i).

Consider now an arbitrary node u € X.If s* = u, then Phase 2 needs to identify the smallest child
s* of s* able to G;_;-reach t or declare the absence of s*. For this purpose, we store the children
of u in ascending order of < in consecutive blocks—call them the children blocks—which A reads
until either having found s* or having exhausted all the children of s*. If s* is not found, then the
algorithm terminates with ¢t = u. Otherwise, it should operate on G; = G;_1[Ts+ © GU(Z)] in the
next iteration. We build POMS(G;, i + 1) recursively and store a pointer to POMS(G;, i + 1) at s*
inside the children blocks. This completes the description of POMS(G;-1, i).

Structure POMS(G;_1, i): When G;_; Is Small. If G;_ has less than B vertices, then A finishes
with a single probe. The situation is slightly more complex in EM, because we do not have access
to the edges in G;_;. Fortunately, we can overcome the barrier by resorting to an HPDFS-tree T of
Gi-1. Note that T has at most B nodes and, therefore, fits in O(1) blocks. To find ¢, we read those
blocks into memory, acquire their G;_;-reachability to ¢t from the oracle, and then identify the star
s* of the set of vertices in T for ¢. The no-cross-reachability property of Lemma 6 ensures s* = t.

I/0 cost. The algorithm performs O(1) I/Os for every probe issued by the POMS algorithm of
Lemma 22. The overall I/O cost is thus O(logg n + (d/B) log;, 4 n).

Space. We make sure that all blocks, except possibly one, are full. This can be achieved by first
generating the sequence of words needed to represent the structure, then chopping the sequence
into blocks of size B, and finally making one more pass over the sequence to fix the pointers. Hence,
it suffices to analyze how many words are used by our structure. Let function f(n) be the number
of words necessary (in the worst case) when G has n vertices. Trivially, f(n) = O(n) when n < B.
Next, we discuss the scenario n > B.

Let us focus on the structure POMS(G, 1), i.e., the entry structure of the whole recursion. The
number of words in the grand-union blocks is O(|GU(Z)|) = O(|2]) (Lemma 3). Let C be the
children set (Section 6.1) of the B-separator X used in POMS(G, 1). The children blocks of all the
nodes in ¥ use O(|C|) words in total. We still need to account for the space of the recursive structure
on every possible G; € OUT(G, 1). Denoting by |G;| the number of vertices in G, we have:

f) = oa+Bl+ICh+ >, f(G)
G1€0UT(G,1)
= O(1+[Z[+IOUT(@, D)+ . f(G), (16)

G1€0UT(G,1)

where the last equality applied Lemma 24. The recurrence is constrained by

=+ D, Gl <n,

G1€0UT(G,1)

because (i) X has no vertices in any G; € OUT(G, 1) and (ii) no two DAGs in OUT(@G, 1) share any
common vertices (Lemma 23). Appendix C shows that the recurrence (16) gives f(n) = O(n).
This concludes the proof for the first bullet of Theorem 5.
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Fig. 5. A region-based structure on the VRS problem.

6.3 A Lower Bound

This subsection will prove the second bullet in Theorem 5. Fix a value of n and consider any DAG
G with n vertices. We claim that, in general, given an EM-POMS structure 7 that can find any
target t in F(B) I/Os, we can obtain a POMS algorithm (A that finds ¢ with at most F(k) probes. It
will then follow from the second bullet of Theorem 1 that F(B) = Q(logg n + (d/B) log,, 4 n).

We design A as follows: First, A builds a structure 7 on G by setting B = k. Then, A interacts
with the oracle by emulating the algorithm of 7. Specifically, whenever I performs an I/O to read
a set S of at most B vertices, A probes the oracle about the G-reachability (to ) of every vertex
in S. This way, A acquires as much information as 7 and, thus, will terminate after F(k) probes
(a.k.a. I/Os).

6.4 Application: A New EM Structure for Vertical Ray Shooting

In Section 1.2, we introduced the class of region-based data structures in the RAM model and pre-
sented a generic black-box reduction that converts any such structure into an I/O-efficient coun-
terpart. Numerous well-known indexes are region-based. The binary search tree serves as one
example, where a node’s region is an interval of the form [x, y), with x and y being real values.
The quad-tree and the kd-tree are further examples, where a node’s region is a multidimensional
rectangle. Next, we will discuss another, more sophisticated, region-based structure that better
illustrates the strength of our black-box reduction.

The vertical ray shooting (VRS) problem is defined as follows: The input is a set S of disjoint
line segments in R%. Given a point g in R?, a query reports the first segment in S (if any) hit by
the upward ray emanating from g. Figure 5(a) shows an example where the query answer is s;.
The objective is to store S in a structure to answer all queries efficiently. This is a fundamental
problem with profound significance to database systems; see Reference [26] for its relevance to
point location queries and nearest neighbor search and Reference [8] for its relevance to temporal
databases.

For each segment s € S, shoot upward and downward rays from each of its two endpoints. Each
ray stops as soon as hitting a segment in S and, accordingly, turns into a segment. These rays (some
have turned into segments) together with S form a planar subdivision of R?, which is called the
trapezoidal map on S. Figure 5(b) shows the trapezoidal map for the input in Figure 5(a). Answering
a query with some point g is identical to finding the trapezoid in the trapezoidal map covering q
(e.g., trapezoid IV in Figure 5(b)).

In Reference [35], Mulmuley introduced the idea of building a binary tree where (i) each internal
node stores either a segment in S or an endpoint of such a segment, and (ii) each leaf node stores
a trapezoid in the trapezoidal map. Given a point g, we can identify the trapezoid containing g by
traversing a root-to-leaf path. Figure 5(c) shows a binary tree for our example. Consider the point

ACM Transactions on Database Systems, Vol. 48, No. 4, Article 10. Publication date: November 2023.



Partial Order Multiway Search 10:25

q in Figure 5(a). At the root B, we navigate to the right child C, because q is on the right of B (by
x-coordinate). From node C, we descend to the left child s;, because q is on the left of C. At node s,
we check whether g is below or above s;; since the answer is “above,” we move to the right child
s1. At node s1, we go to the left child, because g is below s;. This takes us to the target trapezoid IV.

Each node u in the binary tree is implicitly associated with a region reg, in R?. The root is
associated with the entire R?. Inductively, (i) if an internal node u stores a point p, then the region
of its left (respectively, right) child includes all the points in reg, whose x-coordinates are smaller
(respectively, larger) than that of p; (ii) if an internal node u stores a segment s, then the region of
its left (right, respectively) child includes all the points in reg,, below (respectively, above) of s. In
Figure 5(d), we have divided trapezoid V into two parts such that the left (respectively, right) part
is the region of the leaf labeled as V (respectively, V) in Figure 5(c). It is then easy to verify that
the binary tree is indeed a region-based structure.

Binary trees satisfying Mulmuley’s description are not unique. Some can have ©(n*) nodes
where n = [S|. In Reference [38], Seidel gave a randomized algorithm to produce a binary tree
of size O(n) in expectation. This proves the existence of at least one binary tree having O(n)
nodes. Theorem 5 immediately gives an EM structure of O(n/B) space that answers any query
in O(logg n + % log,., n) = O(logg n) 1/Os, noticing that the parameter d is 2 (binary tree). The
algorithm of Reference [38] may yield a binary tree with a large height (even when the tree has
size O(n)). Seidel [38] gave a non-trivial analysis on how likely the height is small. In contrast, we
can take an any unbalanced binary tree with O(n) nodes and obtain an EM structure of O(logy n)
query cost.

In EM, the known VRS structures (see References [9, 26, 36] for a full literature review) achieving
O(n/B) space and O(logg n) query cost were obtained using the partial persistence [4, 26] and the
topology tree [9, 25] techniques. Our method is drastically different and conceptually neater.

7 EXPERIMENTS

This section presents an experimental evaluation of the proposed POMS algorithms. We will con-
centrate on traditional and taciturn POMS (our contribution to EM POMS, a generic transformation
for converting an in-memory structure to an external memory counterpart, is theoretical in nature).
The objectives of our empirical study are two-fold. First, we want to understand how competitive
our POMS algorithm is with regard to the state-of-the-art [39] in practical performance. Second,
we want to understand how many more probes one should expect from our taciturn algorithm
compared to classical POMS. After all, one motivation for taciturn POMS is to increase interaction
rounds (a.k.a. probes) in exchange for simplified human inputs.

Data. We deployed precisely the same datasets used in the experiments of Reference [39].
— Amazon: The input G is a tree with 29,240 vertices representing Amazon’s product hierarchy.

— ImageNet: The input G is a (non-tree) DAG with 27,714 vertices representing an annotation
ontology over a collection of images.

We refer the reader to Reference [39] for additional details of the two datasets, e.g., the semantics of
the vertices and edges in G, where the data can be downloaded, and how they were post-processed
from the original raw versions. Table 2 shows the out-degree statistics for each dataset. Here, we
define the level of a vertex u in G as the length (in number of edges) of a shortest path from the
root of G to u. The average/max out-degree at a level ¢ is calculated from all the nodes in G at level
{. A leaf of G is a node with out-degree 0. The number of leaves is 24,329 and 21,427 for Amazon
and ImageNet, respectively.
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Table 2. Out-degree Statistics

(a) Amazon (b) ImageNet
level avg. out-degree max out-degree avg. out-degree max out-degree

0 84 84 8 8

1 11 225 83 402
2 4.6 90 34 173
3 2.4 49 2.2 357
4 0.97 78 1.4 304
5 0.33 27 0.87 123
6 0.17 14 0.71 87
7 0.13 14 0.59 31
8 0.11 2 0.54 24
9 0 0 0.48 54
10 - - 0.69 21
11 - - 0.44 12

—_
o
|
|
o

0

Competing Algorithms. Our evaluation examined three algorithms:

— POMS-ours: the POMS algorithm described in Section 4.1;
— TLL19: the state-of-the-art POMS algorithm in Reference [39];
— Taciturn: the taciturn algorithm described in Section 5.1.

The reader should bear in mind that, while POMS-ours and TLL19 use the same oracle, Taciturn
executes on a weaker oracle. The comparison between the first two algorithms demonstrates the
efficiency of two solutions to the same problem, whereas the comparison between Taciturn and
the rest demonstrates the effects of weakening the oracle’s power.

Workloads and Metrics. Given an input graph G, each target vertex t defines a problem instance.
We considered the instances defined by all the leaves of G and will refer to the collection of those
instances as a workload. In other words, for G = Amazon (respectively, ImageNet), a workload
contains 24,329 (respectively, 21,427) instances. Given an integer ¢ > 1, we use the term level-{
workload for the set of instances defined by all the level-¢ leaves of G. For each algorithm A (i.e.,
POMS-ours, TLL19, and Taciturn), we will report its

— average cost: how many probes A performs on average answering an instance in a workload;

— max cost: the largest cost A incurs answering an instance in a workload;

— level-average cost: given a level ¢, how many probes A performs on average answering an
instance in a level-¢ workload;

— level-max cost: given a level ¢, the largest cost A incurs answering an instance in a level-£
workload.

The workload design and the definitions of average cost and level-average cost are the same as in
Reference [39]. Max cost and level-max cost are new.

Results. In the first experiment, we inspected the average cost of each algorithm as the parameter
k grew from 1 to 10. Tables 3(a) and 3(b) present the results for Amazon and ImageNet, respectively.
For both datasets, POMS-ours outperformed TLL19 under all values of k. The performance gap be-
tween the two algorithms was quite significant for small k, but gradually narrowed as k increased.
Taciturn had the same cost as POMS-ours for k = 1, because the two algorithms behave exactly
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Table 3. Average Cost vs. k

(a) Amazon (b) ImageNet
k POMS-ours TLL19 Taciturn POMS-ours TLL19 Taciturn
1 26 36 26 35 45 35
2 14 21 19 19 26 35
3 11 17 19 15 19 25
4 9.1 15 19 12 17 24
5 8.2 13 18 11 15 23
6 7.6 11 18 9.9 14 23
7 8.0 10 18 9.3 13 23
8 7.7 10 18 8.9 12 23
9 7.2 9.7 17 8.5 12 22
10 7.0 9.5 17 8.0 10 22

Table 4. Maximum Cost vs. k

(a) Amazon (b) ImageNet
k POMS-ours TLL19 Taciturn POMS-ours TLL19 Taciturn
1 228 236 228 402 412 402
2 115 121 116 201 209 203
3 76 82 79 136 141 138
4 58 64 61 102 107 105
5 47 52 51 82 87 87
6 40 44 43 69 74 73
7 35 38 39 60 65 64
8 31 34 35 52 57 58
9 27 30 33 47 52 55
10 25 28 31 42 45 52

the same at that value of k. As expected, Taciturn required more probes than POMS-ours at higher
values of k, but by a factor far less than k.

Recall that POMS-ours, TLL19, and Taciturn all have non-trivial worst-case guarantees. Thus,
it makes sense to compare them by max cost. Table 4 presents each algorithm’s max cost as a
function of k, obtained from the experiment of Table 3. In general, the max cost of each algorithm
is closely related to the maximum out-degree in the input graph G. The main observation here is
that employing a large k is highly effective in reducing the max cost. This phenomenon supports
the motivation behind taciturn POMS (i.e., large k values are important in reality).

The next experiment zoomed into specific levels and compared different algorithms by their
level-average cost. For that purpose, we set the parameter k to 5 (the median value in the ex-
periments of Tables 3 and 4) and ran all algorithms using level-¢ workloads for every possible ¢.
Tables 5(a) and 5(b) present the results as a function of ¢ for Amazon and ImageNet, respectively. In
Table 5(b), the level number starts from 2, because no level-1 leaves exist in this dataset. Once again,
POMS-ours consistently outperformed TLL19 in all scenarios, and the ratio between the costs of
Taciturn and POMS-ours was far less than k. The reader can observe a clear correlation between
the level-average costs of each algorithm and the average out-degrees shown in Table 2.
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Table 5. Level-average Cost vs. Level (k = 5)

(a) Amazon (b) ImageNet
level POMS-ours TLL19 Taciturn POMS-ours TLL19 Taciturn
1 14 18 17 - - -
2 17 22 21 41 46 45
3 9.4 15 16 13 18 20
4 7.9 13 17 13 18 22
5 7.8 13 19 11 16 22
6 7.7 12 21 9.2 13 23
7 8.0 12 22 9.0 12 24
8 8.2 12 23 8.8 12 25
9 8.0 10 27 9.0 12 26
10 - - - 9.5 13 27
11 - - - 9.4 14 26
12 - - - 9.0 13 27
Table 6. Level-max Cost vs. Level (k = 5)
(a) Amazon (b) ImageNet
level POMS-ours TLL19 Taciturn POMS-ours TLL19 Taciturn
1 17 21 19 - - —
2 47 52 51 82 87 87
3 22 28 29 38 42 46
4 14 20 24 76 82 83
5 20 23 31 66 70 78
6 12 17 27 30 35 38
7 11 17 28 23 28 34
8 9.0 17 28 14 19 34
9 8.0 12 27 14 18 34
10 - - - 16 21 36
11 - - - 13 18 36
12 - - - 11 17 38

In Table 6, we report the level-max cost of each algorithm as a function of ¢ in the experi-
ment of Table 5. An interesting observation here is that, for both datasets, the difference between
POMS-ours and TLL19 tended to be more significant at a deeper level £. We believe that this phe-
nomenon reflects the superiority of POMS-ours in having a lower probing complexity. Such supe-
riority manifests itself better when the target vertex is “buried” deep in the input graph.

8 CONCLUSIONS

Partial order multiway search (POMS) is a classical problem in computer science that has
been extensively studied. In this article, we settle the problem by presenting new upper and lower
bounds matching each other asymptotically. Central to the proposed algorithms is a suite of graph-
theoretic results, which revolve around several novel concepts introduced in this work: left flank,
grand union, and star. Our graph-theoretic lemmas provide new mathematic tools for reasoning
about reachability in a directed acyclic graph (DAG) and, we believe, are of independent inter-
est. We have also studied two non-trivial variants of classical POMS. The first one, called taciturn
POMS, aims to better understand how the power of the oracle of classical POMS affects the probing
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complexity. The second one, called EM POMS, is at the core of a generic reduction that can con-
vert many in-memory data structures to their I/O-efficient counterparts in external memory. For
both variants, we present non-trivial upper bounds that match or nearly match the corresponding
lower bounds.

APPENDICES
A  PROOF OF LEMMA 6
The following is known as the white path theorem of DFS:

THEOREM 25 ([18]). For any nodes u and v, it holds that v € T,, if and only if G has a white path
from u tov right before u enters the stack.

The theorem implies:

COROLLARY 26. Consider the moment when u is about to enter the stack; if (i) v is white and (ii) G
has no white path from u to v, then v enters the stack after u is popped. If in addition G has a white
path fromu tou’ at that moment, thenu’ < v.

(Order property) As v ¢ T,, by Theorem 25, no white path exists from u to v when u enters
the stack; thus, v enters the stack after u is popped (Corollary 26, applying the fact that u < v).
Furthermore, u’ € T, indicates that u is in the stack when u’ enters the stack. The two facts
together indicate u” < v. However, v’ € T, means that v < v’, which leads to u’ < v’.

(No-cross-reachability property) Take an arbitrary v’ € T,,. When u enters the stack, node
v’ must be white (by the order property, we have u < v’, which means that v’ has never been
en-stacked at the moment). Assume that G has a path 7 from u to v’. Let v”’ be the last non-white
node on 7 at the moment when u enters the stack (v”” must exist, because otherwise v’ € T, by
Theorem 25, contradicting v’ € T,,). Hence, when v”’ entered the stack, a white path existed from
v”’ to v’ but not from v”’ to u (as mentioned, u can G-reach v”’; hence, a path from v’ to u implies
a cycle in G, contradicting the fact that G is a DAG). By Corollary 26, we have v’ < u, which
contradicts the order property.

(Path-descendants property) Assume that 7 is a u-to-w path containing at least one node
outside T,,. When u enters the stack, some nodes on 7 must be non-white (Theorem 25); let v be
such a node on 7 closest to w. When v enters the stack, there must be a white path from v to w;
by Theorem 25, w € T,,. Because w € T;, and v ¢ T,, v must be a proper ancestor of u in T. But
this means that G has a path from v to u, thereby creating a cycle, which contradicts the fact that
Gisa DAG.

(Subtree-size property) This property immediately follows from the definition of HPDFS and
Theorem 25.

B PROOF OF LEMMA 22

To prove the algorithm’s correctness, it suffices to show that if the algorithm does not finish at
iteration i, then G; has the size-reduction, target-containment, and path-preserving properties
described in Section 4.1 (the subgraph property is obvious).

— (size-reduction) As G; includes no vertices from 3, G; can have at most n;_;/k nodes
(Lemma 7).

— (target-containment and path-preserving) If s* ¢ 3, then the two properties follow di-
rectly from Lemma 16. Now, consider s* € 3. By Lemma 16, t € Ty+. Hence, if s* does not exist,
then s* = t and the algorithm finishes. Otherwise, by Lemma 14, G; = Gi—1[Ts+ © GU(Z)]
contains t and is path-preserving.
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We can prove that the algorithm performs O(log, ; n + % log,. 4 n) probes by adapting the ar-
gument of Section 4.2 in a straightforward manner.

C SOLVING THE FUNCTION f(n) IN SECTION 6.2

We consider, w.l.o.g., that f(n) < c¢;n for n < B where c; is a constant. Rewrite Equation (16) into:

f) < eO+BEl+0UTG D)+ > fUG) (17)

G1€0UT(G,1)

for some constant c;. Set ¢ = max{cy, c2}. We will show f(n) < 4cn — 3c. Assuming that this holds

for all n < z — 1 where integer z satisfies z > B+ 1 > 2, we will prove its correctness for n = z.
Consider any G with z vertices. If |OUT(G, 1)| = 0, then Equation (17) gives f(z) < ¢z + ¢,

which is at most 4cz — 3¢ as long as z > 2. When |OUT(G, 1)| > 1, we get from Equation (17):

f@) < ct+Bl+OUT@ DY+ > fUG)
G1€0UT(G,1)

c(1+[3+OUT(@, D)+ > (4clGil - 3¢)

G1€0UT(G,1)

A

IA

¢ - 2l0UT(G, 1)| - 3elZl +4c| [+ > 1G],
G1€0UT(G,1)

Recall from Section 6.2 that |Z| + X\ g cour(g,1) |G1| < n = z. Hence:

f(z) < ¢—2c|OUT(G,1)| —3c|Z| + 4cz
< dez+c-2c(|OUT(G, 1) + |Z])
< 4dcz+c—4c,

where the last inequality used |X| > 1 (the root of G is always in X) and |OUT(G, 1)| > 1. Hence,
f(z) < 4cz — 3¢, which completes the proof.
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