
Lecture 17:

Recall :

Powermethod :

Step1 : Initialize *
1 % (such that **

"
= a ,
x

,
+ -. -

+ anJa

witha, +0

Step2 : Compute+ = AX'
*

/IA** 110
= 11 AY(k+

1110Step3 : Compute y(k+ 1) def

Then : ylt -> 1411 as fa +-



-GeneralizationofPowermethod A. Suppose A has eigenvalues :

1x , 1 < 1x2k ...> (n)( > %)

Consider A "(exist as all eigenvalues are non-zero) . Then At has eigenvalues :

* ... with Inklin ... it
Extension : Apply Power's method on A" to obtain Inl.

i. the minimal eigenvalue can be determined ! (Inverse Power method

&

Remark : Computing A" is difficult ! We solve : Ay = *' in each iteration

to determine A+ Y(·

Finding At is equivalent to solving :

A5 = (), 5 = () ..... A5=1% A)
=(



#gorithm: (Inverse Power method
Step1 : Pick 10 with 11/10 = 1

Step2:

For
SoveA

Let Pk = /l Ah'lla

-emark: Again,Pask+ (
= eigenvector of eigenvalea

Goal: Take MIR .

Find the eigenvalue of A closest to M.

Observation: Consider B = A-MI. Then B has eigenvalues :

Ex 1
- M ,

Xn -M ,
. .

.,
Xn -M3

Inverse Power method find eigenvalues such that IXj-MI is the smallest.

i
. Aj closest to M can be found.



#gorithm: (Inverse power method with shift)

Step1 : Take MEIR . Pick * "
such that 11 *"Ilo =

1

.

Step2 : For k= 1
, , .

Solve : (A-MI) = * (*) for w

Let : I=Follo
Let Pr = 11 A** /10 (Pr + (j) as 2+ 0)



Recall :

Power's method reads : C+ )=t for,
=> (2)=lo

Suppose A is diagonalizable . That's
,

we can assume

*1, * z, ..., n
form a basis for D?

Take [10 = a. + anY n +... + ann (assuming ac to



m
when k is big

(Became 1 </= = ... #)
*

Rate of convergence
of Power's method depends

on1secondlargesten
aa

In fact,

11 A* 110
-> /IA(nll0 = 11nollo = 1x ,

All

1x1) +O(())



Convergenceaa (x11 > (12) > ... > (xn)

Converges if 2i + and <F
,

** < #0 (v = eigenvector of 41)

Also
, PK = // AXIlo = /X1 + PCM) (Slow convergence if M21 !)

2. Inverse Power method :

Converges if/=1 and < En
,
***) #0 (En = eigenvector of Mn)

Also , Pp = /A*"llo = /XuH+ O(t") (Slow convergence if =1 !)
3. Inverse Power method with stift

,
letXj be closest to M.

Converges if : 4 = max1 and <j*( = eigenvector of f
PK = //AX10 = /xj)+ OSM (Slow convergence ifM = 1 !)



#

How to speed up convergence ? Let A Muxn(IR)

Clea: Use Inverse Power method with shift
,
update M in each iteration (such that

M is closer to a real eigenvalue in each iteration)

Then : utmax/M becomes smaller and smaller Converges faster and fastera

Definition: (Rayleign quotient) LetFPEI"
,
At Muxn .

Then
,
the Rayleigh quotient is

defined as :

R( ,
A)=A

&

Remark : Let A be symmetric positive definite. Then : all eigenvalues :

X1 = X2? ... In are real.

Then :An < R(
,
A) X 1 and

RI , A) = X 1 when i=, = eigenvector of X1 .

R( , A) = In when E = En = eigenvector of An

RIE , A) can be regarded as the approximation of eigenvalue Xj , given that E is closea



-

Rayleign Quotient Iteration
Let At Maxu((R)
Initiate Y' such that TOT*10 = 1

Initiate Mo = initial guess of desired eigenvalue.

Solve : (A-Mol) E ,
= *1%

Let F=I .

(I
Let Mi = R(*"

, A)
=**TAY") (Improve No such that it is closer to an actual

keep iteration going ! eigenvalue



-Step3 : Compute MK+= R(*(+ Al

↳hwith



Whatif X ,
has multiplicity >I ?

Consider the case when A is diagonalizable.
Let &X , Xz, ...,n} be the basis of eigenvectors with eigenvalues equal to M,n, ...,n.

Assume that : X ,
= X =

. ..
= Xi > /Xi+ ) = ... (n).

Let *10
= a ,
X

, + anxz +... + anxn (with a + 0)

Easy to check : Y(k)=ak+... + aixi + () in +... + ()*r)
1) x" laxi +... + aixi + ()in +... + ()*n)/lo
-

↑

Eigenvector of X1.

Also
, llA*1s-IatHollo = 1x1) as+

&

Remark: The condition on multiplicity (= 1) can be relaxed.



↓Method 2: QR method

Preliminary: QR factorization

&

Definition : QE Muxn(IR) is orthogonal if QTQ = In

&

Remark : - Q" = QT
- Columns of Q forms orthonormaleet.

QR factorization
Let A be a non-singular non matrix. There exists an orthogonal

matrix Q and upper triangular
matrix R such that :

A = QR



Preview : (More next time)


