
Lecture 11: Recall :

Goal: Develop iterative method
: find a sequence o ,

X1
,

Xz
,

such that ***** = sol · of AX = F as k+ 0·

Remark : We can stop when error is small enough.

Method : Sphitting method

Consider a linear system AX=> where AE Muxn (n is BIG)

Split A as follows : A = N + (A - N) = N - (N-A)

= N ,p
Then : Ax = - (N - P(x =JE) NX = PX + Y

Develop an iterative scheme as follows

(*) NYn
+

= PYn + E

If E converges
,
then it converges to the

sof ** of
->

Ak = f



Remark: · N should be simple :

easy to find inverse.

· N should have an inverse

· N should be "related to" A.

· N should be chosen such
that &*3 ,

converges.



SplittingChoice 1 : Jacobi method

Take N = D = diagonal part of A
n =(

Split A as A = D - (D - A)

Then : A = FLE) DY-CD- A(X = EY
+

E DY = (D - A) + f

We can consider an iterative scheme such that :

DYk+ = (D - A)*
k

+ T

E yk+
= D

+ (D- A)*
E

+ D
+ F

Remark : All diagonal entries of A must be non-zero,

such that D is non-singular.



This is equivalent to solving : (assume A = (Gij)i , jan) *R=)
a xi

**
+ 9.2 Xz

*
+ ai3Xg

*
+... GinXnk = fi (for Xit)

S AziX .

k
+ AzzXz

**
+ 923 Xy

*
+ ... + 92nXn

E
= fr (for Xatet)

"

An i X ,

M
+ AnuXat + AnsXg

*
+... + annX* = fr (for Xntty

Question :

· Does it always converge ?

↑ is the initialization

important ?

-



SplittingChoice 2 : Gauss-Seidel method

Split A as A = y
+ D + U

↑
X

upper
tri

lower tri diagonal

Develop an iterative scheme : LTh+ D*k+
+ U*

T =

/So
,
take N = L+ D and P = - U)

E Th+ = - (L+ D)
+

U *
k

+ (L+ D)
+ F

. (Solve lower-triangular
linear system)

This is equivalent to :

a x,

m*

+ ai2X* + ai3Xsk +... + GinXnt = fi (for X
+

)

& an s X **
'

+ AzzXc
**

+ A23Xyte + ...
+ AznXnt = fz (for XaR

+)

i

an i xik
*

+ ann XM
+

+ AnzXyk+ +...
+ annynk

+
= fr (for Xntt)



Remark: Again ,
all diagonal entries of A must be non-zero ,

in

order that L+ D is non-singular.

&

Question : Does Jacobi/Gauss-Seidel method
always converge ?



Analysisof convergence

Let A = N - P

Gal: Solve A = F() (N-P) * =

Consider the iterative scheme : NTR
+

= P** + &
,

m= 0
,

1 ,
2, -

Let ** = sol of A = F
.

Define error : Em =** - **, m= 0
, 12...

- m+
= pym+Now , (1) NX

-PM
-

E) Nem+= per()
rt

= N
+

Per

Let M = N
+
p

.

We get :
m

= Mo



Assume a simple case : let Ev, z, ..., n3 be the set of

linearly independent eigenvectors of M
(ii can be complex - valued

Vectors (

(In other words,
assume diagonalizable
-

Let 0 = airi. Then:

=M0_iMai
where Mr

,
X2 , ....

An are corresponding eigenvalues.

WLOG
,

we can assume :

1x , 1 = (x2) = ... 14

Assume 1X1171 .

Then :

= XSa+iii) 0 as m-



Remark : · In order to reduce error by a factor of 10-h
,
then

we need about t iterations such that 11 , 1< 10
-m

That is
, ks(T : =*

Here ,
we call PCM) = 111 the asymptotic convergence factor.

or the spectral radius.

in P(M)
:fax (1) : Ne = eigenvalue of MY isa

good indicator for convergence.

· Finding p(M) is difficult => Numerically (next topic


