
Lecture 18:
&

Recall : Let V be a finite-dim inner product space.

Let T be a linear operator on V.

⑪ The adjoint of T is a linear operator T*: V + V such that ::

< T() , j) =< , T
*
51] for VeV .

② Let V be a finite-dim inner product space and let
be an orthonormal basis for V . Then : FT = V-V

,
we have :

[T
*

]p = ([T]p)* conjugate trampore

(A
*
=()T)

③ If I has an eigenvector, then so does T*.



Thm (Schurl Let T be a lin. operator on a finite-dim

inner product space. Suppose the char . poly of T splits.

Then : I an
orthonormal basis & for V sit . [T]g is

upper triangular

If: We prove by induction on n = dim(v) .

The n= 1 case is obvious.

(Assume
the statement holds

for (in. operators defined on

(n-1)- dim inner product space, whose char . poly spits.

By Lemma , T
* has a unit eigenvector.

Let W: SpanGE3 and suppose T
* (E) = XE



Claim : Wt is T-invariant.

If: Let jeWt and X = CEEW .

Then :

< T(Y) ,* ) = < T(J)
,
cE) = < Y , c T

*
(E)

=< ,
(x2)

in Tig)EWt
= [5(5 ,E)

=0

+ Y

Now , f
+
(t)f+ (t) = fTwt) spits.

Also , dim (wt) = n+ ⑳

i . Induction hypothesis gives an orthonormal basis O for W
+

S.t . [Tw+]8 is upper triangular



Then deffuSE3 is orthonormal basis s.t

+ Y

<Tp:) is upper triangum



Assume T is diagonalizable and assume I an orthonormal

basis B for V s . t . [TZp is diagonal,

Then : [T
*

]p = ([T]p)
*

is also diagonal

: ([T]g)* ([T(p) = ([T(p) ((T(p)
*

[T
*]p[T]p = CT]p[T

* ]e

Il

CT
*Tip

=
[TT

* ]9

=> T
*T = TT

*



Definition: Let V be an inner product space. We say

that a linear operator T : V-V is normal if T* T = TT*

An nxn real or complex matrix A is called normal if

** A = AA
*



Example : · Unitary (when F = C) or orthogonal (when FFIR)

if T
* T = TT

*
= I

· Hermitian (or self-adjoint) if T
*=

· Skew-Hermitian (or anti-self-adjoint) if T
*
= =

T

.

-
Are normal !



Proposition : Let V be an inner product space , and letThe

a normal linear operator on V . Then : we have :

(a) IITc(Il = IIT
*
( * (1) Exe V

(b) T - c I is normal VCEF.

(c) If T(Y) = **, then : T
*
(* ) =**

(d) If X , and X2 are distinct eigenvalues of
T with

corresponding eigenvectors ,
and X 2

,
then :

*, and 2 are orthogonal,



Prof: (a) FYEV
,
we have :

IITIIIR = < T(Y) , TCE1
= < T

* TCE) ,*

= TT
* (x) ,X) =T

*
(E ), T**

= llT
*(x)/)2

(b)
. (T- cI) (T- CI)

*
= (T- cI)(T*- [I)
= TT

*
- CTY - JT+ cI

= T
* T - CTA - ET + cI

= (T- cI)
*
(T- cI) .

(c) Suppon TC) = X*. Let U = T- XI .

Then
,
U is

normal (by (b) and U = 5
.

So
, by (a),

o = 11u())) = 1/4* (y)) = 11(T
*
-XI) III E) T* ) =T *.



(d) By (c) , we
have :

x* x1 , x 2) = < T(xil , (2)
= < Y1

,
T
*(2)

↑ * = <1,2 x2]
X, + Xz

= x2 <* 1,*2)
Xo

E) (1 - 12) <1, x2)
= 0

=> <1 ,y2) = 0



Theorem : Let T be a linear operator on a finite-dim complex

inner product space. V .

Then
, T is normal iff I an

orthonormal basis for V consisting of eigenvectors of
T

.

Proof: (E) Obvious.

(E) Suppose T is normal.

By the Fundamental Thm of algebra , F+ (A) splits .

i
.
Schur's Theore gives us an orthornormal basis

B = 3, 2, ...,
En3 sit

. [T]g is upper triangular.

iTp=/) .

In particular, E , is an eigenvector of
T

.



Suppose that , Ez, ...,ER- are eigenvectors of T and

X1 , An , ..., Xh+ are their corresponding eigenvalues.

We claim that Ek is an eigenvector of T (so by induction,

all rectors in s are eigenvectors of T)

Now, T(j) = Ajj = T
*(j) = EjEj for jel , 2,.,t+

: A : ITJp is upper triangular

T(ER) = AIR , + ArtEc+... AGGER

But : Aje =< T(m),j) = <Em , T
*(j)=r,jej)

= Xjk,j]
I

for j =1 , 2, .., .

i TCER) = Art = O

im = eigenvector of
T

.



Example : LetH be the set of continuous complex - valued

functions defined on [0, 2T] equipped w) the inner product

< f , g) :defFittit for f , get.

and the orthornormal subset :

S = [fultfgint-nez3CH
inf dim

Let Y = span(S) and consider the operators T and U on

defined by : T(f) = 51 · f , U(f) = S-f
= eitf editf



TCfn) = futh and U(ful = fu- Une X.

eitint 2) if
m+ 1 = 1

"i (n+ 11t o otherwise
E If

Then : < T(fm) , fu) =
< fre , fu) = Seen

= Sm , n -1

= u = T
*

UT
=< fm

,
fn -1

=< fm
, U(ful]

i TT
*
= TU = I = T

*
T
. Tis normal,



However, I has no eigenvectors.

If fEV is an eigenvector of T , say , T(f)
= If (xE4)

Then , we write f-Edifi , where am to

Cifit = T(f) = Xf= aifi

=> fi+= Xanfu(xai - ai+) fi)
Contradicting the fact that S is linearly independent.



Def : Let T be a linear operator on an inner product space

V . We say T is self-adjoint (Hermitian) if T
*
=

T

.

An nxn real or complex matrix A
is called self-adjoint

Cor Hermitian) if A* = A.

Lemma: Let T be a self-adjoint linear operator
on a fin-dim

inner product space V .
Then :

(a) Every eigenvalue of T is real.

(b) Suppose V is real inner product space. Then , the char.

poly of T splits over IR.



Proof: (a) Suppose TCX) = X
* for ***.

Then : T* (*) = J * ("iT is
normal

in xY = T(x) = T
* (x)= Y

i
: (x-5) = = X = 5 .

i . t is
real

6

(b) Let n = dim(V)
, B be an othonormal basis

for V and

let A ** [T] ,
Then : A is self-adjoint . Consider : LA : D ->

"

By (a) , the eigenvalues of LA are real.

By Fundamental Thm of Algebra, Salt splits into factors

of the form -x Where I is an eigenvalue of LA.



: A is real ,
is flalt) splits over IR.

But FTCt) = flalt) .

So
,
the result follows.



Theorem: Let T be a linear operator on a fin-dim real inner

product space V . Then T is self-adjoint iff E orthonormal

basic for V consisting of eigenvectors of
T

.

Poot : (E) Suppose T is self-adjoint . By
the Lemma,

the char poly of T splits over IR . By Schur's Theorem,

I an orthonormal basis B for V S .t . AEITIp is

upper triangular. But :

A
*
= ([T(p)

*
= [T

*

)p = [T)p = A

So
,
A is both upper triangular

and lower triangular.

Hence , A is diagonal,

iB consists of eigenvectors of
T

.



( Suppose E orthornormal basis B for V sit . A = ITJp
is diagonal.

Then : [T
*

]p = ([T]p)
*
= At = A = [T)p

i . T
*
= T

in T is self-adjoint.


