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80 Years Ago: 1943 at Bell Lab

• Wartime research: cryptography
• Planted seeds for our current information age

• Computation theory---Turing machine (Turing 1936, aged 24)
• Boolean Algebra (Shannon 1937---Master thesis, aged 21)
• Intelligent machine (Turing 1948)
• Information theory (Shannon 1948)
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80 Years Later: Deep-Learning Based AI in 2023

• "Come with curiosity and worry, and go with 
satisfaction and joy". 

• This is a Chinese proverb that expresses the idea of 
visiting a place with mixed feelings, but leaving with a 
positive impression. It is often used to describe the 
experience of tourists or travelers who are attracted by 
the reputation of a destination, but also have some 
doubts or fears about it. However, after seeing the 
beauty and charm of the place, they are happy and 
content with their choice.

熙熙好奇忧虑而来、攘攘满意喜悦而归

• "They come with curiosity and anxiety, and return 
with satisfaction and joy."
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Why Deep-Learning Based AI?

• A deep neural network (DNN) is a high 
dimension, highly non-linear function.

• Training a DNN is equivalent to solving a huge 
optimization problem with millions, billions, 
or trillions of parameters.

• Unlike any other disciplines, it makes little 
assumption. It just needs data. 

Something never seen 
in the history

probability theory vs 
statistics vs deep learning

• Internet          Mobile (voice)       Mobile (data)           Deep-Learning Based AI
• Bigger than Internet.
• It will change our society to a form never experienced or anticipated, 

including philosophy, education, research, culture, and other human activities.
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What Would Shannon and Turing Discuss If They Would Meet Again?

Acquisition Source 
Coding Transmission Processing Utilization

Covered partially by IT

CS
AI

Deep Learning (DL)



DL Challenges

Part 2
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What Is a DNN?

Input 𝑥𝑥

Engineering Perspective

Output Label 𝑐𝑐 𝑥𝑥 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥 𝑃𝑃 𝑗𝑗|𝑥𝑥,𝜃𝜃

𝑃𝑃𝑥𝑥,𝜃𝜃 = [𝑃𝑃 𝑗𝑗|𝑥𝑥, 𝜃𝜃 ]𝑗𝑗∈[𝐶𝐶]

Mathematical Perspective

A high dimension, highly nonlinear, complex function:

𝑥𝑥 → 𝑃𝑃𝑥𝑥,𝜃𝜃 = [𝑃𝑃 𝑗𝑗|𝑥𝑥, 𝜃𝜃 ]𝑗𝑗∈[𝐶𝐶]
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How Is a DNN Trained?

𝓛𝓛𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑃𝑃𝑥𝑥,𝜃𝜃 , 𝑐𝑐𝑥𝑥 = −𝑙𝑙𝑙𝑙 𝑃𝑃 𝑐𝑐𝑥𝑥|𝑥𝑥,𝜃𝜃Dl

Data

Application

Initialization

Learning
algorithm

Objective
function

DNN
architectur

e

𝑖𝑖𝑙𝑙𝑖𝑖𝜃𝜃 𝐸𝐸𝑥𝑥~𝑃𝑃𝓛𝓛𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑃𝑃𝑥𝑥,𝜃𝜃 , 𝑐𝑐𝑥𝑥)

e.g., 

[1] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521, no. 7553, pp. 436–444, 2015.

• Huge continuous optimization problem
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DL Challenges

1. Very expensive to train a DNN since the dimension of 𝜃𝜃 is huge (trillions).

2. Very expensive to run a trained DNN as well (millions, billions, or trillions of 
FLOPS).

3. Lack of understanding of why it works and how it works.

4. Lack of deep theoretic treatment---the fundamental problem of DL has not 
been touched yet.

5. AI security and robustness are big concerns.



How IT Can Help

Part 3
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How IT Can Help: Message for IT Community

1. Coding ideas can be embedded into the deep learning process.

2. It is the concept of conditional mutual information (CMI), not mutual 
information, that is useful to DL.

3. CMI now has not only the usual physical meaning in Shannon sense, but also 
semantic meaning in deep learning.

4. Putting DNN architectures aside, DL is essentially a new type of IT problem.

IT can help to address Challenges 2 to 5
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How IT Can Help: Message for AI Community

1. Information quantities and IT ideas can be used to understand, evaluate, and design 
DNNs with desired properties.

2. “Dark knowledge” is not dark; it is quite clear---it is manifestations of contextual 
information of an object, which can be quantified by CMI. 

3. The fundamental problem of DL (FPDL) is quite different from DL we know now. 

4. The current DL can be regarded as Phase One of the FPDL, and knowledge distillation 
(KD) with the temperature dropped for the student is an ad hoc way to address FPDL

IT can help to address Challenges 2 to 5



How DNNs Are Evaluated

Part 4
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How DNNs Are Evaluated: Error Rate

• DNN: 𝑥𝑥 → 𝑃𝑃𝑥𝑥,𝜃𝜃 = [𝑃𝑃 𝑗𝑗|𝑥𝑥,𝜃𝜃 ]𝑗𝑗∈[𝐶𝐶]

• (𝑋𝑋,𝑌𝑌): a pair of random variables, the distribution of which governs a dataset, 
where 𝑋𝑋 represents the input to the DNN, and Y is the ground truth label of 𝑋𝑋.  

• 𝑃𝑃𝑌𝑌|𝑋𝑋 = [𝑃𝑃𝑌𝑌|𝑋𝑋 𝑗𝑗|𝑋𝑋 ]𝑗𝑗∈[𝐶𝐶]: Conditional Distr. of 𝑌𝑌 given 𝑋𝑋.

• �𝑌𝑌: the label randomly predicted by the DNN with the conditional distr. 𝑃𝑃𝑋𝑋,𝜃𝜃 given
𝑋𝑋.

• �𝑌𝑌∗: the top-1 label predicted by the DNN in response to 𝑋𝑋. 
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How DNNs Are Evaluated: Error Rate

• Error rate of the DNN for (𝑋𝑋,𝑌𝑌): 

ε = Pr �𝑌𝑌 ≠ 𝑌𝑌 𝑎𝑎𝑙𝑙𝑎𝑎 𝜀𝜀∗ = Pr{ �𝑌𝑌∗ ≠ 𝑌𝑌}

Theorem: For any DNN and any 𝑋𝑋,𝑌𝑌 ,

ε ≤ 𝑬𝑬[𝐻𝐻 𝑃𝑃𝑌𝑌|𝑋𝑋, 𝑃𝑃𝑋𝑋,𝜃𝜃 ] 𝑎𝑎𝑙𝑙𝑎𝑎 𝜀𝜀∗ ≤ 𝐶𝐶𝑬𝑬[𝐻𝐻 𝑃𝑃𝑌𝑌|𝑋𝑋, 𝑃𝑃𝑋𝑋,𝜃𝜃 ]

where 𝐻𝐻 𝑃𝑃𝑌𝑌|𝑋𝑋, 𝑃𝑃𝑋𝑋,𝜃𝜃  is the cross entropy of 𝑃𝑃𝑌𝑌|𝑋𝑋, 𝑃𝑃𝑋𝑋,𝜃𝜃 .

Implications on DL ?
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How DNNs Are Evaluated: Beyond Error Rate

Testing
scores

• EQ
• Self-

discipline
• Other traits

Error 
rate

Mapping
structure
Properties

?

Student DNN
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Beyond Error Rate: Concentration and Separation

Concentration

Separation
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Concentration: Conditional Mutual Information (CMI)

Forms a Markov chain. Then, 

• Average over Y 

• Thus, 

•
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Separation: Normalized CMI

• The following information quantity is used to quantify the inter-class 
separation of the DNN:

• Then, the normalized CMI is defined as:

where (X, Y) and (U, V) are independent and identically distributed



NCMI VS ERROR RATE

Part 5
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Evaluating DNNs In Terms of CMI and NCMI

• CMI, Γ and NCMI values over the validation set of some pre-trained models on 
ImageNet along with their error rate 𝜀𝜀∗ , where the DNNs from the same 
family are highlighted by the same color.



2023/10/27 Copyright ©2022 En-Hui Yang. All rights reserved.24

NCMI vs Error Rate
• The error rate vs NCMI value over the validation set of popular pre-trained models 

on ImageNet. The sizes of the circles represent the sizes of  respective models in 
terms of the number of model parameters; the larger the circle, the larger the 
model.



CMI CONSTRAINED DL

Part 6



CMIC Deep Learning

• In CMIC-DL, the optimization problem to be solved is as follows:

where 𝑎𝑎 is a positive constant.

• Using the Lagrange multiplier method, the constrained optimization problem 
becomes 

Resemble the rate distortion problem in information theory!



LEARNING PROCESS
V I S U A L I Z AT I O N

Part 7
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Visualize Learning Processes Through Lens of CMI



Experiment Results

Part 8



Experiments on CIFAR-100

• The validation accuracies (%) of different models trained by CMIC-DL and different 
benchmark methods over CIFAR-100, which are averaged over three different random 
seeds, and where Bold and underlined values denote the best and second best 
results, respectively.



NCMI values over the CIFAR-100 validation set

• We use the notation 𝐼𝐼𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 to denote the NCMI value when the underlying DNN 
is trained using "𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿" method.

• The respective NCMI values, measured over the validation set, of the 
models trained in the previous table via different benchmark methods. The 
values are averaged over three different runs.



Experiments on ImageNet

• The validation accuracies % of different models trained by CMIC-DL and 
different benchmark methods on ImageNet.
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Semantic Meaning of CMI



T h a n k Yo u
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