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z Power Spectrum in Use .
% 4 Frequency / 1:" v Prlmary User

. Secondary User

* Spectrum Hole™

= Underlay: Interference temperature
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Speg;fum Sensing

= Spectrum Sensing
= Matched Filter
= Cyclostationary

= Energy Detection momms) _

= Accompanied Research:
= Parameter Uncertainty

= Cooperative Sensing 4.
%
= Secondary Games J/O,
= Sensing Throughput Trade-off 66‘1-&

= Imperfect Sensing
= Combined with Multi-Antenna, OFDM, Relay, Secrecy....

= One critical “Bug” exists:
= Assume PU has only ONE power level!!!
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= Most Standards says:

= PU will work on different power levels depending on the rate,
pandwidth, environment.

= Forexample, in IEEE 802.11, GSM, LTE, etc.

n |f S_U knows PU’s current power (each time), traditional
method works. But....

= Other supports for studying the varying power levels
= We spend so many effort in designing the power allocation.
= Theoretical interest towards more “cognition”

= A more reasonable scenario Is:

= SU knows all the power levels of PU but it does not know which
level PU currently stays.
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trum sensing with multiple PU power levels:
rimary Target: Detect the presence of PU
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= Eurther Strategies, example
= Any other you can imagine?

= A possibly new (small) direction in CR?
= Some new issues deserve (re)-investigation




BEARE

Tsinghua University

Part |
spectrum Sensing
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Model

ower level P, > P, >0
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o In be proved that energy detection is optimal under
Gaussian signal/noise

= Energy form a7 received symbolsy = 37, |;)?

I

y%—le_ 202432913,&.
p(ylH:) =

T(4)(202 +29P) %
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i SpeErum Sensing: Approach |

0 “Presence” first, “Status” second
o The presence of PU Honwnh Pr(Hon) = S, Pr(H;). Then

-—'p(y’Hon — Zp y|H PI‘
f Detectlon rule |
p(Honly) 2 p(Holy)
Ho

Which Is simplified to

No closed form
H;)Pr( Ho)Pr(H .
Zp y|H:)Pr(H ﬁop(m 0)Pr(Ho) expression




BEARE

Tsinghua University

+

g Defect the Status of PU If “on”

-; p(Hz|y7 7_lon

| W_l_th p(Hon|Hia y)

(

) 2 p(HjlyaHon)a VZ;] > 1
J

= 1and Bayes Rule, there is
)

p(y|H:)Pr(H;) 2 p(y|H;)Pr(H;), Vi,j > 1

J

= The final decision rule can be derived as

R(H;) = {yy max O(i, j) < y < min (G, ), Vi > 1}

Jj<i G>1

See expression of g(;, j) next page
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(o _ 20+ gP) (0 +9Py) [(02 + 9P, ) z Pr(Hj)]
- g(Pz — PJ) 0'2 —+ gPJ PI‘(HZ)

= Interesting phenomenon, when

max O(¢,7) > min (¢, 7) Hiding Status Effect

7<1 J>1

= |t can be proved that if p(H;) =p(H;), Vi,j > 1
R(H;) y’@zz—1)<y<@(zz+1) Vz>1}

Ho /\m H, | Hw

v

y
0-1 threshold I/&/ | A
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rtant result; for those detectable j

5 m::p
= M Aj M Aj+1
%(H‘H) L /y( 27 2N0+2Pp,z")’1) o 7( 27 2N0+2Pp,z"71)
= L) (%)
others zero.
M [Eeussmn
- False alarm
Pf = PI’(HOH‘Ho)
= Detection Probability: N
Py = Pr(Hon|Hon) = Y Pr(H;|H;)Pr(H;)
i=1

= New Metrics Pr(H;|H,)




BEARE

Tsinghua University

Strum Sensing: Approach |

W
iy

o DE ct the status directly:
— @
-~ p(Hily) 2 p(Hly), Vi,
— J
n Fgm previous:
72(7-[ {y‘ max@(z 7) <y <min©(i, j), Vz}
J>1
= Same Issues:
Ho [\Hv ‘H, | Hy
E ' >y

0-1 threshold Il /v | B\N,
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teresting Discussions:
~u [hresholds from two different approach the same?

Bl %n\m_\n\tmm;

-;Neyman Pearson Criterion applicable?
=« Definition of detection probability redefined?
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— E — — —mean(P)=5
— g —+—mean(P)= 10
O —_—
— 'E 0.45 —B— mean(P]_ 15| |
= g —&— mean(P)= 20
o
2

o
=
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_ooperative Sensing
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o Coéperative sensing Is used for combat both the fading and
the noise effect.

o Existing cooperative schemes (decision fusion):

= é‘;'D _ Applicable in multiple
— power-level? NO!!!
= koutofK

= Need to develop new rules here
= Hard-fusion (majority)
= Soft-fusion (posterior probability)
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* I\/Iajgérlty Fusion
0 Deine the decision vector
d = {dy,...,dy}

N
h Zg =0 d] =K
Total number of possible dis (V +1)%

orlty rule
= ] = max dj
J

o The decision probability
Pr,,(H;|H;) = Z Pr(d [H,;)

Elllls

|_;§.‘n

with 5, = {J’
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= Further assumption:
= Existing work focus on the same fading scenario (reason?)
= With different fading, the theoretical derivation is tedious

N Then':
: ( Hl odl H

and closed-formPr,, (H,;|H;)can be derived (very complicated)

The only analytical result for majority law seen so far
= Check total detectlon probablllty

P4 = Pr,,(H;|H;)Pr(H;
S Z i (M)
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i Opﬁal Fusion

o Majorlty decision does not consider the prior information
of each H;
= Forexample: d; < d;but Pr(H;) > Pr(H,)
= Need the information of Pr(H;) at fusion center.
o Oﬁtlmal Fusion
= arg max Pr( J|d) = arg max Pr(d H;)Pr(H;).

= The deC|S|on probability is

Pr,(H;|H;) Z P(d [H,) (%)
des,

with S, = {cﬂ those d that make j=jin ()}
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i

step further if we assume the same fading again...

= arg max Pr(H HPI‘ HalH;)*

o

= arg max log PT(HJ) + Z dn log Pr(HTL'H])

J n=0

sy
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Simu jatlons
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Ongé)ing

= Unknown noise variance
= Unbounded (SNR Wall effect)
= Bounded

= Unknown channel

-:I}Iot possible unless bounded
= Statistics being known

= Unknown power level
= The number of power level is known Classification
= The number of power level is unknown | | More Cognition

= Many others....
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Conclusions

= What we have done in CR:
= \We considered a more practical scenario
= We designed the optimal detection algorithm
= We analytically characterize the performance
= Cooperative sensing looks to be very different
= Imperfect parameters seems to have some differences

s Future?

= Some new phenomenon need to be studied.
= Some old topics in CR deserve re-investigation
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