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Abstract 
In 1943, Shannon, father of information theory, and Turing, father of computer science, met at teatime in the Bell Labs cafeteria. During 

that time, both were involved in wartime research. No one knew what they really discussed except that they impressed each other with 

their own intellectual depth. 80 years later, when deep learning-based artificial intelligence pushes our information age to a new high, 

one may wonder what they would discuss when these two giants would meet again. 

Aiming to provide an educated guess, in this talk we will introduce the concepts of conditional mutual information (CMI) and normalized 

conditional mutual information (NCMI) to measure the concentration and separation performance of a classification deep neural network 

(DNN) in the output probability distribution space of the DNN, where CMI and the ratio between CMI and NCMI represent the  

intra-class concentration and inter-class separation of the DNN, respectively. By using NCMI to evaluate popular DNNs pretrained 

over ImageNet in the literature, it is shown that NCMI and error rate have essentially a positive linear relationship with th eir 

correlation > 0.99. Based on this observation, the standard deep learning (DL) framework is further modified to minimize the standard 

cross entropy function subject to an NCMI constraint, yielding CMI constrained deep learning (CMIC-DL).  A novel alternating learning 

algorithm is proposed to solve such a constrained optimization problem.  Extensive experiment results show that DNNs trained within 

CMIC-DL outperform the state-of-the-art models trained within the standard DL and other loss functions in the literature in terms of both 

accuracy and robustness against adversarial attacks. In addition, visualizing the evolution of learning process through the lens of CMI 

and NCMI will also be advocated. 
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