Topic#7

Matrix representation of a
linear transformation



Def. V: finite-dimensional v.s. over IF with dimV = n

B ={v1,va,---,vp} with its order of vectors specified:

an ordered basis for V

Let ve V, then Alay, -+ ,a, € F, sit. v=> ", ajv;.
Thus, associated with an ordered basis § for V, we may define

[lg: V—=>EF"
such that
a

def | 92
vier [vlg = | .

€ F", (well-defined)
an

and [v]g called the coordinate vector of v relative to o.b.
B or we simply say: [v]s is S-coordinate of v.
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Remarks:

1°. []g is defined in terms of the 0.b. 3, so different 's give
different [-]3's

e.g.: V=F3 3=/{e, e,es} the standard o.b.
v={ee1,e3} 0.b.

They are different ordered basis, then []5 # []5.

2° []s: V — F with n = dim(V) is linear, i.e. []s € £(V,F")

(note, to show 'bijection’ in the future).
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Def. T € L(V, W)
dim(V)=n,8={v1,- - ,vp}: 0.b. for V
dim(W)=m,y = {wi,--- ,wn}: o.b. for W

ail ai2
ani a2

Tl = | | meh = | | Tl =
a,;,1 ar;12

din
azn

dmn

€ F™ are ~-coordinate of T(vy)--- T(v,), or equivalently

T(VJ):Z,ZNIUWH _].2172,"‘,”

where v; is the jt vector in 3 and ajj are unique. Then,

T e L(V, W) [T} E (a)mxn = (T, -+

AT (va)l)

is well-defined, and called [T]g the matrix representation

of T in the ordered bases 5 and ~.
Convention: [T]g = [T]S if V=W,=x
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Examples:
(1) T:R? » R3
(al,ag) — T(al, 32) = (31 + 3a,,0,2a; — 422).

R?: 3 = {e1, e}, s.0.b.
R3: v = {e1, e, €3}, s.0.b.

T(e1) = T(1,0)
T(ex) = T(0,1)

(1,0,2) = le; + 0ex + 263
(3,0,—4) =3e; + 0ex + (—4)e3

13
AT = ([T(e)ly: [T(e2)]y) = (0 0 )
24

If v/ = {es, e, €1}, then

= O N

[T1) = ((T(e)ly. [ T(e)]y) = (

—4
0.
3
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(2) T : P3(]R) — PQ(R)
f € P3y(R) — T(f) € Po(R): T(f(x)) = f'(x)

T € L(P3(R), P2(R).
P3(R) : B = {1,x,x%,x3} s.0.b.
P,(R) : B = {1,x,x*} s.0.b.

T(1)=0=0-14+0-x+0-x2
T(x)=1=1-1+0-x+0-x?
T(x®)=2x=0-1+2-x+0-x?
T(x3) =3x>=0-1+0-x+3-x°

0100
S [T = 0020
0003
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Def. Let T,U € L(V,W), and a € F. We equip L(V, W)
with “+" and “" as follows:
T+U:V—->W
xeVs (T+U)x) Y T(x)+ U(x) e W
alr :v-w
xe Vi (aT)(x) ¥ aT(x)

Prop. 1°. T + U,aT € L(V,W) (i.e. L(V,W) is closed
under “+" and “")

2°. The set L(V, W) equiped with “+" and “" as above is
av.s. over [F.

Pf.: Use def. (4, are well-defined, & (VS1)-(VS8) satisfied).

O
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Prop. T,U e L(V,W).

F" ——2 ™

Then,
[T+ Ul = [T]; + [Vl
[aT]} = a[T]}, a€F.
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Pf.:

(T +U)(v) "5 T(y) + U(y) = STy agwi + 7, bywi
=201 (ai + by)w

ST+ ULy = a + by = ([T13)i + ([U13)
for1<i<nl<j<m

AT+ UL =(TIE + (Ul O
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Thm. T € L(V, W), T € L(W,Z), a, B, are 0.b. for V,

W, Z respectively.

l[]a { |1s lm

Fdlm V) [T]g ]Fdim(W) [U]g Fdlm Z)

Then,
1°. UT € L(V,Z),i.e. UT is linear, where
UT(x) €Y U(T(x)).

2°.
[UT], = [V} (T2
S~ ~
fyxfo  gyxpp 18Xx4a
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Proof.
1°. UT : V — Z is well-defined.

UT is linear. Indeed, x,y € V,a € F,

UT(x+y)=U(T(x)+ T(y))
= U(T(x))+ U(T(y)) = UT(x) + UT(y),

UT(ax) = U(T(ax)) = U(aT(x))
=aU(T(x)) = aUT(x).
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20
v —T sw—Y 7
e lEe uj l{ L

]Fn Bmxnf [T]ﬁ Fm AP><"7

a={v, - ,vp}ob. for V, B={wy, -, wn}ob. for W
v={z1,--,2p} o.b. for Z

(U] = A= [ailoxm : U(wk) = 3271 aixzi, 1 < k < m,
[T]B =B= [bkj]mxn : T(‘/J) = ZT:l bkjWk, 1 SJ < n.

- U Vj)j 1 m,n ZbkjWk

Ms

2 (3 anz) = 33 awbi)e
k=1

i=1 i=1 k=1

" ([UT]&)U = ZT:l a,-kbkj = (AB)U, I = 1, . P, _] = 1, . n

namely, [UT]% = AB = [U]}[T]5. 00
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e.g. T:P(R)— P3(R), f € Po(R) = T(f) € P3(R), T(f(x)) = S f(t)dt.

0

U: P3(R) — P2(R), f € P3(R) — U(f) € P3(R), U(f(x)) = f'(x).

Py(R) — L P3(R) —Y— Py(R)

|1 |15 |
R3 R3

T2, pa U5

For T(1) =x, T(x) = %x2, T(x?) = %X?’

u(l) = 0, u(x) = 1, u(x?) = 2x, u(x3) = 3x2
000

0100
5 [100 ,
[T]5 = 010 , [uly=1{0020
021 0003/,
3/ 4x3
0100 288
[UTla = hxs = [UI§[Tla = [0020]) | ;10| =
0003 24
003

4

()
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By definition, UT =1 : P2(R) — P2(R)
[UT]S = [lp,ea))a = 15 = [UI3[T]A
Remark:

v — T s w

| |15
e

(715

Case dim(V) =1: a = {v} o.b. for V where v # 0.

For the matrix of T in o & (3,

[Tla = [T(V)s

which is just the coordinate (column) vector of T(v) under (3!

OJ

O
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Corollary: Let T € L(V,W), where V,W are finite-

dimensional with the o.b. 5 & ~, respectively. Then,

Vv eV, [T(V)]y = [TI}Vs.
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Proof. Take v € V (fixit!). If v =0 € V, it is true since
T(v) = T(0,) = 0w = [Ow], = 0,[0,]s = 0= [T]}0 = 0.

Now let v € V with v # 0 Consider

F
|
F

Here, o = {1} is a basis for IF, and

f sv—T s w

[f15

f(a) & av e V,VaePF.

By Thm, [Tf]% = [T]}[f]A. Here
[TF2 = [T(FO)], = [TV, [fla = [FW)s = V5.
Therefore, [T(v)], = [T];[v]s. O

Note: for any v € V, [T]} can send B-coordinate of v € V' to
-coordinate of T(v) € W.
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Another direct proof: Assume dim(V) = n, and let

B:{V17V27"' ,Vn}
be an ordered basis for V. Let v € V, then dla;,--- ,a, € F such

that v = 37 ) ajv; and hence T(v) = > 7, a;T(v;). Taking the

~-coordinate on both sides,

[Ty =D a Tl = 37 3l T(v)]s-
Rewrite it as

ai

[Tl = ATl [TOv)l) | 5 |

dn

that's
[T(V)], =[T]ilvls. O
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