Topic#3

Span & linear
(in-)dependence



(V,+,-): v.s. over F

Def.
[ ]
m
Zaivi =avi+-+amvm €V
i=1
is called a linear combination of vq,--- , v, € V with com-
bination coefficients a;,--- ,a, € F.
eletD#£SCV.

def o o
span(S) = a set of all possible linear combinations of vectors
inS

m
:{Za,-v;:each ai€F,eachv;e$S,1<i<mm=1,2,---
i=1
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P consists of all vectors of the form

(o xd]

v

X1

si+th (linear combination), s,t€R

P = span{3, b} (span of {3, b})
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Note:

(1) Any linear combination contains only finite many terms.
(2) Even if S is infinite, we can still define span(S) well.
(3) Convention: if S = (), then span(()) = {0}.

An example: f, f, f, € P3(R): How to find a, b € R s.t.
f = af + bfr?
(generally, v e V =>"". a;jv;, how to determine a;?)

Claim: it is equivalent to solve a linear system Ax = b
f=2x3—-2x24+12x—6, fj = x3 —2x2 — 5x — 3,

f» =3x3 —5x2 —4x—0.

Plug the three equations to f = afy + bf,.

Get: 2=a+3b, —2=—-2a—5b,12=—-ba—4b, —6 = —3a—95b.
=dla=—4eR,b=2€cR O
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Prop. (V,+,:): v.s. over F. S C V. Then

(1). span(S) is a subspace of V, and

(2). span(S) is the smallest subspace of V' containing S in
the sense that if W is a subspace with W D S, then

W > span(S).

namely, any subspace containing S must contain span(S).
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Proof. S = (), by convention, span(()) = {0} is a subspace of V
Of course is a smallest subspace of V' containing ().

Assume V O S # ().
(1) to show span(S) is a subspace of V. Indeed,

(a) span(S) C V.

In fact, take v € span(S).

By def of span, v =3, ajv; with v; € S, a; € F.
ScVoalvieV.

o Since Visavs, v=>Y 1", av, € V. O

(b) 0 € span(S)
Indeed, S # 0, v € S. 0 =0v € span(S)
since LHS is zero of V/, 0 at RHS is zero scalarof Fand ve S. [
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(c) Let u, v € span(S), to show u+ v €span(S). Indeed,
" u, v espan(S)

m n

u:Za;u;, VZZb;V,' witha,-,b,- EF, u,',V,'ES,
i=1 i=1

then u+v = (aju1 + -+ amVm) + (b1vi + - - + bpvp)

is still a linear combination of vectors
Ui, -y Umy V1, -+ , vy €span(S) and ag, -+ ,am, b1, -+, b, € F.
. u+ v espan(S).

(d) Let a € F, u € span(S). Let u=>"", aju; for a; € F,u; € S.
Then for a € I,

m

m
au = a(z ajuj) = Z(aa,-)u,- € span(S) since aa; € F,u; e S
i=1

i=1

It is a linear combination.

O

.. span(S) is a subspace of V.
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(2) Assume W is a subspace of V and W D S,
to show: W D span(S).

Take v € span(S). Then,

m
v = Za,-v,-, ajelF,vies.
i=1

SinceSCc Wall v e W
*» W is a subspace of Vi.e. W C Visav.s., each v; € W.

m
SLVv = :}:: ajvi e W.
i=1

c.span(S) C W. O
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Def. (V,+,-): v.s. over F. S C V. We say that S spans V
if
V = span(S) for some S C V

eg. * 0 — span{el, - 7en}7
where ¢, = (0,---,0,1,0,---)
A
* Pn(F) = span({l,x,xz, e 7Xn})7

P(F) = span({1,x,x2, ---
infinite

* Mmxn(F) =span({E; : 1 <i<m,1<j<n})
where Ej; is the matrix with all zero entries except 1 at it" row and
jt column.
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Basic question: V: v.s. over F:
(1). Does V have a finite spanning set?

(2). If so, can one find a finite spanning set with the min size?
(linearly (in)dependence)
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(V,+,:): v.s. over F

Def. S C V is linearly dependent if 3 distinct vy, -+, vy €
Sand aj,- - ,am € F (not all zero), s.t.

avi+ -+ amvm = 0.

Otherwise S C V is linearly independent.

Remarks:

(1) € Vis |. indep.; Any |. dep. subset of V must be non-empty.
(2)If0eScC V,then Sisl. dep. ("("1-0=0)

(3) S={v}isl indep. & v #0.
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More observations. Let S; C S, C V, then
(a) span(S1) C span(S2)
(b) if S1 1. dep. then Sy I. dep.

(51 l.dep. % 3 distinct Vi, . Vm €51 C S
and a1, - ,am € F (Not all zero) s.t. ajvi+---+amvm = 0).

(c) If V =span(51) then V = span(Sy)
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Lemma. Let S C V.

(1).S is |. indep iff any finite subset of S is |. indep.

Proof: “=" Otherwise, ---

“«<" Otherwise, S is |.dep., then by def., 3 distinct vy, ,v, € S
and ai, -+ ,am € F (not all zero) s.t. ajvi + -+ + amvim = 0).
Def 5; def {v1,++,vm} C S contradiction with S is l.indep. O

(2).Let S = {v1,va, -+, vy} be a finite subset of V. Then,
the following three are equivalent:

(a).S is I. indep.

(b).If "7 ;aivi=0(aj € F) thenay =--- = a, = 0.

(c).If v =371 ajvi espan(S) (a; € F) then a1, ,a, are
unique.
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Proof:

(a)&(b):
“=" Note: when S is l.indep., vi,--- , v, are distinct. Let
>ty aivi=0(aj € F), to show: a; =---=a, =0.

Indeed, otherwise, not all a; are zero.
2.5 ={vi, -+ ,v,} is l.dep. by def.. Contradiction!

“<" Otherwise, S is linearly dependent.

(b)<(c):

“<" Let Y7 ;a;vi =0. Note: >0 1 0v;=0=>""1ajv.

By (c), i.e. by uniqueness of a;, a; =--- = a, =0.

“=" Let v =1, ajv; € span(S), to show: a1, ,a, are unique.
Indeed, let v =37, ajvi = > 1, bjvi, (bj € F)

. 27:1(3,' — b,')V,' =0.

By (b), aj — bj =0 for each i, i.e. a; = b;,1 < i < n. .
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Thinking:

(1). span({v # 0})=V, otherwise ¢ V/,---

(2).V = span(V), kick away some vectors of V' without changing
span.

Prop. (V,+,): v.s. over F. S C Vis |. dep. Then
dv € S s.t. span(S) =span(S\ {v}).

i.e. if S is l.dep., then one can remove at least one vector in
S without changing its span.

Proof. S |. dep = Jdistinct v1,--- ,vp € S & a1,--- ,am €F
(not all zero) s.t. ajvi + -+ + amvm = 0. For instance a1 # 0, then
a a . a a
=2y =My with — 2 M e

al a1 a1 a1
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Then choose v = vy, then

span(S) C span(S\ {v})

Because: “D": S\ {v} C S(.-veS)
“”: Let u € span(S), then
U:b1U1+"'—|—ann,b1,"‘ ,b,,GJF,ul,“- ,UHGS.

In case, some of u; is v = vq, then one can replace such u; by
ui € span({vo,--- ,vp}) where {vp,--- v} C S\ {v}.

Then, u € span(S\ {v}). O
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Prop. (V,+,:): v.is. over F. S C Vis|. indep.,, v e V\ S.
(i,e. v S,ve V). Then SU{v}is|. dep. iff v € span(S).

Proof. “=" Assume: SU{v} is|. dep., to show: v € span(5).
Indeed, by def, 3 distinct uy,--- ,um € SU{v} and
ai, - ,am € F (not all zero)

st. a1 +---4+ amun =0. ()

Claim: At lease one of u; should be v.

(otherwise, no u; is v, it means that all vy, -, uy, # v, then
ui, -, Um are from S. Note: S is Lindep. then (*) is a
contradiction)
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For instance, assume u; = v & a; #0

a a
v=u = ()44 (—)uy, € span(S)
a 7 a ¢
es es
(Note: “." up, -+ ,um € SU{v} are distinct with u; = v

Up,cc ,Um €S )

“«<" Let v € span(S) to show: SU {v} is linearly dep.
Indeed, *.* v € span(S)
sov=> " ayv,v,€S, a €F. (wlg., all v; distinct)

Namely, agvi + -+ + amVm + (-1)v =0
(i) vi,-- -, vm,v € SU{v} distinct ("." v &€ S).
(i) a1, -+, am, —1(# 0): not all zero

By def, SU{v} is |. dep. O
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