SUGGESTED SOLUTIONS TO HOMEWORK 5

1. COMPULSORY PART

Exercise 1. Let T : R?2 — R3 be defined by T(ai,as) = (a1 — a2, a1,2a; + as).
Let 3 be the standard ordered basis for R? and v = {(1,1,0),(0,1,1),(2,2,3)}.
Compute [T]}. If o = {(1,2),(2,3)}, compute [T]3.

Solution. Since

1
T(L,0)=(1,1,2) = —3 - (L,L,0)+0-(0.1,1) +

: (23 273)7

Wl Do

T(0,1) =(-1,0,1)=—-1-(1,1,0)+1-(0,1,1) +0- (2,2, 3),

therefore

(-
[T] B = (2)
3

Since

-1
1
0

2
T(172) = (_17174) = _g ' (1,1,0) +2- (Oal,]-) + g ' (2a2»3)7

11 4
T(2,3)=(-1,2,7) = -3 (1,1,0) +3-(0,1,1) + 3 (2,2,3),

therefore

Exercise 2. Let

_u
3)

Ll WO

{606 0606 D)

ﬁ = {la 33,332},

and

v={1}.

(a) Define T : Moy (F) — Mayo(F) by T(A) = At. Compute [T], and [T (

(b) Define

T : Po(R) = Maya(R) by T(f(2)) =

(o 1)

where ” denotes differentiation. Compute [T]§ and [T (4 — 6z + 32%)]5.

1

1 4
-1 6

)
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Solution. (a) Since
1 0 1 0 0 1 0 0 0 0
(o 0) =100 0)+0- (0 o) +o (3 o)+ (6 1)
0 1 1 0 0 1 0 0 0 0
(o 0)=0 (6 o)+ (6 o)+ 5)+0 (5 1):
0 0 1 0 0 1 0 0 0 0
(1 6)=0 (o o)+ o) o (0 5)+0 (6 9):
0 0 1 0 0 1 0 0 0 0
(o D)=0(o 0)+0 (0 o) ro (7 0)+1( 1),
therefore
1 0 0 O
0 010
[T]a_ 0 1 O 0 )
0 0 01
and
1
1 4 1 -1 -1
[T(—l 6)]u:[<4 6>]a: 4
6
(b) Since

=
—~ —~~
K —
S~— N—
Il Il
N~ N
O = OO
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N ~—
Il Il
— o
N N
o O
o oo
N~
+ 4+
O] ()
N~ N
OO OO
o O
N —
+
o
7/ N7 N7 N
— o
o
"~
+
[aw]
N\
o
=
"

o (0 2\ _ . (1 0 1 0 0 (00
T(T/)<o 2)0 <0 0) T2 <0 0) T {1 0>+2 <0 1)’
therefore
01 0
2 2 2
ME=10 0 o]
00 2
and
—6
e -6 2\, 9
[T(4—6x+3x)]ﬂ:[<0 6>]5: 0
6

Exercise 3. Let V be a vector space with the ordered basis 8 = {v1,va, ..., s}
Define vy = 0. There exists a linear transformation T : V. — V such that T(v;) =
vj +vj_1 for j =1,2,...,n. Compute [T]gz.

Solution. Since
[T(v;)ls = [vslp + [vj-1ls,
therefore
([T1g)ij = 655 + 01,4,
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1, i=1j,
by =4 o7
0, ©#j.
Exercise 4. Let V and W be vector spaces, and let T and U be nonzero linear

transformations from V into W. If R(T) N R(U) = {0}, prove that {T,U} is a
linearly independent subset of L(V, W).

fori,7 =1,2,...,n, where

Solution. Since T and U are nonzero linear transformations, then there exists
v1,v2 € V such that T(v;) # 0 and U(vg) # 0. Assume there exist ¢, co € F such
that

caT+ceU=0gvw),
then
ClT(Ul) =+ CQU(Ul) = OW7 ClT(’Ug) + CQU(’UQ) = OW,
which implies that
T(Cl’Ul) = U(—02111), T(Cﬂ]g) = U(—CQ’UQ).
Since R(T) N R(U) = {0}, therefore
T(Cﬂ}l) = Ow, U(—CQU2) = Ow,
which implies that
Cl = Cy = 0,

therefore T and U are linearly independent.

Exercise 5. Let V = P(R), and for j > 1 define T;(f(z)) = fU)(z), where
fU)(z) is the jth derivative of f(z). Prove that the set {T1, Ta, ..., T,,} is a linearly
independent subset of £(V) for any positive integer n.

Solution. Let ay,...,«, € F such that

Zn: a;T; =0,
=1

then
ZO&ZTZ(ZL') =1 = 0,
i=1
ZaiTi(xz) =a;-2x4+ay-2=0,
i=1
ZaiTi(x”) =a;-nz" ' 4ay-nn—1D2"" 2+ 4 a, -nl =0,
i=1
therefore

ar =ay=---=ay, =0,

which implies {Ty, To, ..., T,,} is a linearly independent subset.
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Exercise 6. Let g(z) = 3+ . Let T : Py(R) — P2(R) and U : Po(R) — R? be the
linear transformations respectively defined by
T(f(z)) = f'(2)g(x) + 2f(2) and U(a + bx + cx®) = (a + b,c,a — b).
Let 8 and « be the standard ordered bases of P(R) and R?, respectively.
(a) Compute [U]}, [T]g, and [UT]} directly.
(b) Let h(xz) = 3 — 2z + 2. Compute [h(z)]s and [U(h(z))],.

Solution. (a) Since

U(z?) = (0,1,0) =0+ (1,0,0) + 1+ (0,1,0) +0- (0,0, 1),
then
1 1 0
[U]g: 0 0 1.
1 -1 0
Since
T1)=2=2-14+0-2+0- 2%
T(x)=3+32=3-14+3-24+0- 22
T@?) =6r+42>=0-14+6-2+4- 27
then
2 3 0
[Tlg=1{0 3 6].
0 0 4
Since
uT(1) =(2,0,2) =2-(1,0,0) +0-(0,1,0) +2-(0,0,1),
UT(J?Q) =(6,4,—6) =6-(1,0,0)+4-(0,1,0) + (—6) - (0,0,1),
then
2 6 6
[UT]g: 0 0 4
2 0 —6
(b) Since
h(z)=3-1+(-2)-2+1-27%
then
3
[h(2)]g=|-2].
1
Since
U(h(z)) = (1,1,5) =1-(1,0,0) +1-(0,1,0) +5-(0,0,1),
then
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Exercise 7. Let T, W, and Z be vector spaces, andlet T:V—>Wand U: W — Z
be linear.

(a) Prove that if UT is one-to-one, then T is one-to-one. Must U also be one-to-
one ?

(b) Prove that if UT is onto, then U is onto. Must T also be onto ?

(c) Prove that if U and T are one-to-one and onto, then UT is also.

Solution. (a) Assume that there exists v € V such that

T(v) = Ow,
then
UT(v) = 0z,
since UT is one-to-one, therefore
U= OVa

which implies that T is one-to-one.
However, U is not necessarily one-to-one. Indeed, consider

UR?2SR T:R — R?
(z,y) — , r = (z,0),

then T is one-to-one but U is not one-to-one.
(b) For arbitrary z € Z, since UT is onto, there exists v € V such that

UT(v) = z,
therefore
U(T(v)) = 2,
which implies that U is onto.
However, T is not necessarily onto. Indeed, consider

U:R> >R T:R - R?
(7,y) — , r > (2,0),

then U is onto but T is not onto.
(¢) To prove UT is one-to-one, assume that there exists v € V such that

UT(U) = Oz,
since U is one-to-one, therefore
T(’U) = OV\/7
since T is one-to-one, therefore
v = Ov,

which implies that UT is one-to-one.
To prove that UT is onto. For arbitrary z € Z, since U is onto, there exists
w € W such that

U(w) = z,
since T is onto, there exists v € V such that

T(v) = w,
which implies that

UT(v) = 2,

therefore UT is onto.
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2. OPTIONAL PART

Exercise 8. Label the following statements as true or false. Assume that V and W
are finite-dimensional vector spaces with ordered bases 8 and -y, respectively, and
T,U:V — W are linear transformations.
(a) For any scalar a, aT + Uis a linear transformation from V to W.

) [T ] =[U ]B implies that T = U.
c) If m = dim(V) and n = dim(W), then [T]} is an m x n matrix.
d) [T+ U] =[T ]73 + [U]3-

) L(V, W) is a vector space.

)

(b
(
(
(e
(f
1
(
(
(
(e

LV, W) = LW, V).
Solution. (a) True.
b) True.
c) False. Indeed, [T]} is a n x m matrix.
d) True.
) True.

(f) False. Indeed, consider V = R and W = R2,

Exercise 9. Let 8 and 7y be the standard ordered bases for R™ and R™, respectively.
For each linear transformation T : R” — R™, compute [T]}.

a) T:R? — R defined by T(a1,a2) = (2a1 — az,3a; + 4az, a).

T :R3 — R? defined by T(a1,az,a3) = (2a; + 3az — az,a; + az).

T :R? — R defined by T(ay,az,a3) = 2a; + as — 3as.

) T:R3 — R? defined by T(ay,az,a3) = (2a2 + az, —aj + 4as + 5az, a; + az).
T :R™ — R"” defined by T(a1,as,...,a,) = (a1,a1, ..., a1).

T:R™ — R" defined by T(ay,as, ...,an) = (a@n, @n_1, ..., a1).

T:R™ — R defined by T(ay,az,...,an) = a1 + ay.

Solution. (a) Since
T(l,O) = (27371) =2 (170»0) +3- (0,1,0) +1- (0,0,1),
T(0,1) = (—1,4,0) = —1-(1,0,0) +4- (0,1,0) +0- (0,0, 1),

therefore
2 -1
Tly=13 4
1 0
(b) Since
T(1,0,0) = (2,1) =2 (1,0) + 1-(0,1),
T(0,1,0) = (3,0) =3 (1,0)+ 0- (0,1),
T(0,0,1) =(-1,1) =—-1-(1,0)+1-(0,1),
therefore 5 3 .
”%:<10 1)'
(c) Since
T(1,0,0) =2
T(0,1,0) =1,

T(Ov 07 ]-) = _3a
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therefore
2
M= 1
-3
(d) Since
T(1,0,0) =(0,-1,1)=0-(1,0,0) +

T(0,1,0) = (2,4,0) = 2- (1,0,0) + 4 (0,1,0) + 0 - (0,0, 1),
T(anvl) = (1a551) :1(17070)+5(07170)+1(07071)a

therefore
0 2
[T]g =|-1 4
1 0
(e) Since
T(17 b '70) = (1717 71) = 1 (1’07 e
T(0,1,...,0) = (0,0,...,0) = 0- (1,0,
T(O,Ov 71) = (0,0, 70) =0- (1,0,
therefore
1 0
3 1 0
[T}g = :
1 0
(f) Since
T(1,0,..0)=(0,..,0,1) =0-(1,0,...,0) +
T(0,1,...,0) = (0,...,1,0) =0~ (1,0,...,0) +
T(0,0,...,1) = (1,0,...,0) =1-(1,0,...,0) +
therefore
0 0
=
7o 1
1 0
(g) Since
T(1,0,...,0,0
T(0,1,...,0,0

(—1)-(0,1,0)+1-(0,0,1),
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therefore

(=

[T]g = |:
0
1
Exercise 10. Let V be an n-dimensional vector space, and let T : V — V be a linear

transformation. Suppose that W is T-invariant subspace of V having dimension k.
Show that there is a basis § for V such that [T]s has the form

A B
o C)’
where A is a k x k matrix and O is the (n — k) x k zero matrix.
Solution. Let a = {wy, ..., wx} be an ordered basis for W. Then by Replacement

theorem, there exists a linearly independent subset o’ = {w/,...,w/,_.} in V such
that 8 := a U<’ is a basis for V. We claim that

M= (5 ¢)-

It suffices to prove that ([T]z);; =0 for k+1 <i<n,1<j <k. Indeed, since W
is T-invariant, then T(w;) € W for 1 < j < k, which implies
([T(w;)lg)i = 0,
fork+1<i<n,1<j<k.
Exercise 11. Let V and W be vector spaces such that dim(V) = dim(W), and let

T:V — W be linear. Show that there exist ordered bases § and v for V and W,
respectively, such that [T]g is a diagonal matrix.

Solution. By the dimension theorem,
dim N(T) + dim R(T) = dim W.
And dim(V) = dim(W). Then let ey = {v1, ..., v, } be an ordered basis of N(T) and
aw = {w1, ..., w,, } be an ordered basis of R(T), by the Replacement theorem, there
exists a linearly independent subset ofy, = {w],...,w} } such that v := ofy, U aw is
a basis of W. Moreover, denote
vl =T Hwy),
for i =1,...,m, and
ay = {v], ..., v, }.

We claim that for 8 := o{,Uay and v = awUay, [T}g is a diagonal matrix. Indeed,

I @)
vy _ m n
= (g o)

where O,, and O,,, are n-th and m-th zero matrices respectively.

Exercise 12. Label the following statements as true or false. In each part, V, W,
and Z denote vector spaces with ordered (finite) bases «, 8, and =, respectively;
T:V —=>Wand U:W — Z denote linear transformations; and A and B denote
matrices.
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o for all v e V.
[w]p for all w € W.

) T = L4 for some matrix A.

) A2 = O implies that A = O, where O denotes the zero matrix.
i) Lazp =La+Lg.

(j) If A is square and A;; = d;; for all ¢ and j, then A =1.

s

o

Solution. (a) False. Indeed, [UT]2 = [U]
(b) True.

(c) False. Indeed, [U(w)]s = [U]}[w].

(d) True.

(

(

e) False. Indeed, it makes sense only a = 3.
)

f
0 1
= (1 4),
then A2=1Tbut A#1Tand A# —1I.
(g) False. Indeed, T:V — W but L4 : F™ — F™.

(h) False. Indeed,
0 1
1= o)

~
B

False. Indeed, consider

then A%2 =T but A # O.
(i) True.
(j) True.

Exercise 13. Let V be a vector space, and let T : V — V be linear. Prove that
T2 = Ty if and only if R(T) € N(T).

Solution. =: Let y € R(T), then there exists € V such that
y=T(x),
then
T(y) = To(x) =0,

which implies that y € N(T), by the arbitrary choice of y, we have R(T) < N(T).
<: Let z € V, then T(x) € R(T), which implies T(z) € N(T), therefore

T?(z) = T(T(x)) =0,
by the arbitrary choice of x, we have T2 = Tj.

Exercise 14. Let A and B be n x n matrices. Recall that the trace of A is defined
by

Prove that tr(AB) = tr(BA) and tr(A) = tr(A?).
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Solution. To prove tr(AB) = tr(BA), it suffices to note that
i=1j=1

To prove tr(A) = tr(A?), it suffices to note that A;; = (A%);; for 1 <i < n.

Exercise 15. Let V be a finite-dimensional vector space, and let T : V — V be
linear.

(a) If rank(T) = rank(T?), prove that R(T) " N(T) = {0}. Deduce that V =
R(T) @ N(T).

(b) Prove that V = R(T¥) @ N(T*) for some positive integer k.

Solution. (a) Let yo € R(T)NN(T), then T(yo) = Ov and there exists zg € V such
that
Yo = T(20),
therefore
T?(z0) = Ov,
which implies that xy € N(T?). By the Dimension theorem,
dim N(T) = dim N(T?).

Then by the Replacement theorem, there exists a linearly independent subset a =
{y1, -, Yn—1} such that {yo,y1,...,yn—1} is a basis for N(T). Since for arbitrary
Yi € {y07y17 "'ayn—l}a 0 S { S n— 17

T(yi) = T(Ov) = Ov,

which implies that {yo,y1, ..., ¥n_1} is also a basis for N(T?). Therefore there exists
Cg, C1, ..., Cn—1 SUch that

n—1

Zo = g CiYi,

i=0
then

n—1
T(zo) = Z ¢iT(yi) = Ov,
i=0

which implies that yo = Oy. Therefore we have R(T) N N(T) = {0}.
By the Dimension theorem, we have
dim N(T) + dim R(T) = dim V.

Moreover, N(T) and R(T) are two subspaces of V, therefore V = N(T) & R(T).
(b) It suffices to prove that there exists ko € N such that rank(T*0) = rank(Tko+1).
Indeed, since
rank(TF) > rank(T*1) >0,
which implies that rank(T*) is non-increasing as k goes to infinity and bounded
below by 0. Therefore there exists a finite ky € N such that

rank(T*) = rank(Tko*t1),

Exercise 16. Let V be a vector space. Determine all linear transformations T :
V — V such that T2 =T.
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Solution. We claim that T? = T if and only if T is the projection on a subspace.
=: We prove that T is the projection on R(T). Indeed, for arbitrary y € R(T),
then there exists € V such that

y=T(z),
then
T(y) = T*(z) =y,
by the arbitrary choice of y, we have T is the projection on R(T).

<: Assume that T is the projection on a subspace W of V, then for arbitrary
x €V, since T(z) € W, we haveT?(z) = T(x), which implies that T2 = T.



