THE CHINESE UNIVERSITY OF HONG KONG
Department of Mathematics
MATH3310 2024-2025
Assignment 1 Suggested Solution

1. Solve the following PDE using the spectral method:

ut(l',t) = uzm(xvt)7 (xvt) € [Ov H X (7003 OO)
u(0,t) = u(l,t) =0,
u(x,0) = 100, for z € (0,1)

(Hint: Odd extension may help.)

Solution: By observation, we extend the PDE into the following form

us(x,t) = uge(x,t), (x,t) €10,1] x (—o0,00)
(0,t) = u(1,t) = 0,
u(z,0) = 100, for z € (0,1)

(x,0

u(z,0) = —100, for z € (—1,0)

Let u(x,t) = ao(t) + Yoo (an(t)cos(mnx) + by (t)sin(rnz)), then

ur(z,t) = ag(t) + Z(a;(t)cos(ﬂnx) + b, (t)sin(rnx))

n=1
Uy (T, 1) = Z((*WQTLz)an(t)COS(WTLZ') + (=7%n?)b, (t)sin(mnz))

Comparing the two equations, we have

ag(t) =0
ay,(t) = (=*n?)an(t)
b, () = (=7n)bn (t)

Using integrating factor method to solve the above equations, we have
ao(t) = Co
an(t) = Cge_”2"2t

by(t) = Che ™ 't

Considering the case t = 0, we have u(0,0) = u(0,1) = 0, u(x,0) = 100,z € (0,1), and u(z,0) =
—100,z € (—1,0), and

u(z,0) = Co + Z(C’Zcos(wnw) + Clsin(mna))

n=1



then

Co=m- 7(/ —100cos(mnax)dx + / 100cos(mna)dx)
m 0

0 1
Cl=r. f(/ —100sin(mnx)dx —|—/ 100sin(mnz)dx)
n 0

{400 n is odd

™’
0, niseven

Therefore,
400 o= 1
u(z,t) = e_”2(2"_1)2t3in(7r(2n - 1))
T = —1
. A discrete complex-valued function f can be represented by a vector (fo, fi,---, fn_1)?. Consider

a matrix M where the entry in the j-th row and k-th column is given by Mj, =e i

Please express the function f as a linear combination of the column vectors of M. In other words,
you need to determine the coefficients for this linear combination.

Solution:

Considering the matrix multiplication M*M, we notice that

n—1 — . .
_»27‘,“ 2k]1r 27rk(_7 i) N Jj=1

M*M); =3 e § : —
s {0, j#i

k=0

Therefore, M~! = %M* Suppose we have a vector such that f = Mc, then ¢ = %M*f More
specifically,

nl

Z f] 424hm

. Let f(z) be a 2m-periodic complex-valued function and fo% |f(z)|?dx < oco. Its complex Fourier

coefficient is computed by fk = i fo% f(z)e~**dx and complex Fourier series is

+oo
Z fkeikz

k=—o0

and the truncated version is

N
Z fkeikx

k=—N

Recall its real Fourier series is ag + Y aj cos(kx) + 3 by sin(kx).Prove that
k=1 k=1

(a) fr = 25t if k> 1
(b) fr = 7afk+2“’fk7 if k< -1
(c) If f(x) is real-valued, aj, = 2Re(fy) and by, = —2Im(f}) for k > 1

Solution:



(a) For k>1, fr, = - 1 [27 f(2)(cos(kz) — isin(kx))dz = L(ay, — iby)

™

(b) For k < —1,
2m
= % . % ; f(@)(cos(kx) — isin(kx))dx
= % 1 " f(z)(cos(—kx) + isin(—kz))dx
™ Jo
= Sk +iby)

(c) because if f is real-valued, then aj and by are real numbers.

4. Given a positive even integer N, let Ey(z) = €*** for k > 0 and T; = _j Tfor0<j<N-—
1. Since Ey(z;) = Ekyn(z;), we can do discrete Fourier transform Wlth the set of functions
{Be(z): k=-5 +1,-5 +2, ., J}. For symmetry, we would like to do discrete Fourier transform
with £ = {Ek(x): k=-X —% +1,.. % -1, %} and updated computing rule is

2

1N
fom gy X A ok

where ap =2 if k = :i:% otherwise 1. And Its inverse Discrete Fourier transform is given by

Un() @)=Y fuet

-
N-1 ‘
(a) Let fr = & > f(x;)e ", for k=0,..,N — 1. Prove that
§=0
i fo=foan, fork=—-5+1,..,-1
11 fiN —% %
CINDIA 01|Jgk‘2: Jif k 0 |flc|2
(b) Prove that
N-1
(In(f) () = D flx;)g;(x) (1)
§=0
where 1
. — T, T —xj
0i() = 1 sin(N Ty cot(P )

and g;(zx) = 1if j = k otherwise 0.
(¢) By using the nodal basis representation (1), we can compute the derivative of f(z) by f"™) (z) ~
(In(f)™ (z). Prove that

m T m
Let fy = (f(x0)7...,f(xN,1))T and fJ(V ) = (f(m)(ato),...,f(’”)(xN,l)) , then f](v ) = D™ty
for some matrix D™. In particular,

(=n*+d t(k=Dm T
D1<k7j>:g;<xk>={ A

0, if k=y
Solution:
A — N-1 ) -
(a) i fr= Z flag)em®e = & 37 flay)e "N = fi oy for k= -5 +1,...,—1
J‘: j=0
ii. apy =2



iii.

FoF 1 £ —i2rk it
kIk = 373 Zf(xj)f(fl)ze T
k=0 §,1=0 k=0
e ) | Nl
=5 Z f(@g) f(@)du = N | ful?
4,1=0 k=0
(b)
%
(In() (@)= D fre
k=—N
2
¥ 1 N-1
—ikx; ikx
= xi)e | e
,;N Na 2 )
-T2
N-1 5
_ 1 1 ik@—ay) 4
- j=0 N k_ZN ake f(xj)
Therefore,

ak
=%
1 5-1 -1
=N eikl@—a;) 4 Z etk@=2;) 4 cos(NL x]>
k=0 k=—%+1
1 [1—ei% @25 e—ilw—w;) _ =iy (z—a;) T —x;
= N < 1— €i($7m-7) + 1— efi(mij) + COS(N ) )
1 (sin((N —1)552) T —
== , + cos(N J
N < sin(£5%2) V=)
1 —x; —
= Nsin(Nx 2xj)cot(x 2%)

N-1 N-1
(©) (U™ @) = 5 f3)g,™ @) 50 U ()™ (21) = X fla)g)"™ (on) for kb =0,..., N=1

n

Hence D™ (k,j) = g](»m) (z). In particular, let = =54, then

g'i(x) = % cos(NO) cot(6) — % sin(N) csc?()

if 2 =z # x;, then gj(xy) = 3 cos(w(k —j))cot(%); if k = j, then

1 1 1 & cos(N6)sin(20) — sin(N6
lim §cos(N9) cot(f) — = sin(N6) csc?(0) = lim —— -2 cos(IV9) sin(20) — sin(N6)
—

2N 0—0 2N sin? (0)
_ 1 1 fNTQ sin(N0) sin(26) + N cos(N) cos(20) — N cos(N6)
T 650 2N sin(20)
— lim 1 cos(IN) cos(20) — cos(NO)
602 sin(26)
.1 —2sin?(6)
N (}L{% 2 cos(NO) 2sin(6) cos(d) 0

5. Consider the differential equation:

d*u du
a5+ b@ = f(z) for z € (0,27),



where a,b > 0. Assume u and f are periodically extended to R. Divide the interval [0, 2] into n
equal portions and let z; = 2% for 7=0,1,2,....n — 1.

Let w = (u(20), u(@1), ooy ul@n1))T and £ = (F(20), f(21), - f(20-1))".
for 7=0,1,2,....n — 1.

(a) Use u(xji2) to approximate u'(z;) and use u(xj14) and u(x;) to approximate u”(x;) and
explain why the corresponding matrices D; and Dy approximate % and % respectively.

d
(b) Prove that e™*@ .= (efh@o eikz1 eiktn-1)T ig an eigenvector of both D; and D, for k =
0,1,2,...,n — 1. What are their corresponding eigenvalues? Please explain your answer with
details.

'—k> n—1 :
(c) Show that {e"**}}'—; forms a basis for C".
n—1 —k:> n—1 ¢ —k,> ~ ; .
(d) Let u= 73", ") e and £ =3, ) fre'™™™, where 1y, fi, € C. If u satisfies aDyu+bDju = f,
show that

. in(2kh
(A2 + bA)iiy, = fi, where A\, = z%

for k=0,1,2,...,n — 1. Please explain your answer with details.

Solution:

(a) By Taylor’s expansion, we get
w(@jy2) = u(z;) + 20/ (z5) + o(2h)

w(xj-2) = u(x;) — 2hu/ (x;) + o(2h)

so we deduce that

W () = u(wj2) — u(x-2) +o(1)

4h
Similarly,
! 16 2 " 2
w(xjpa) = u(xj) + 4hu'(x;) + — U (x;) + o(h?)
16h2
uw(wj_q) = u(x;) — 4hu'(z;) + - u(z;) + 0(h2)
o)

" u(@j+a) — 2u(z;) + u(zj—a)
w(e;) = = 16h2

Let Dy and D2 be two n X n matrices, which are defined in such a way that:

+0(1)

u(@ja) — 2u(z;) +u(zj-a)

w(@jte) — u(zj—2)
(Dlu)j = I+ J and (Dgu)j = 16h2

4h

for 7=0,1,2,....,n — 1.
Then we can say that when we choose n is sufficiently large (or h is sufficiently small), Dou
and Dyu can approximate u” and u’, respectively.

(b) By the structure of Dju, it can be verified that

(D m) eik)wj+2 _ eik}xj72
1)) = —————
J 4h

So it suffices to show that

6ik:vj+2 _ 6ikmj_2

4heikiE]’



is independent of the index 7, and this value is exactly the eigenvalue of D; corresponding e***.

eik$j+2 _ eikacj,g eik~(acj+2h) _ eik-(xj—Qh)

4hetkz; - 4hetke;
ei-2kh _ i-(=2kh)
- an
_isin(2kh)
- 2n
So €7 is the eigenvector of D; corresponding the eigenvalue % for k=0,1,...,n—1.
Similarly,
eikxj+4 _ Zeikwj + eikxj,4 elk(:ﬂj+4h) _ 2eik-wj + eik'(:Ej 74}7,)
16h2etkz; N 16h2¢ikz;
cirdkh _ o 4 ci(—4kh)
- 1642
_cos(4kh) — 1
B 8h2
So e is the eigenvector of Dy corresponding the eigenvalue (iSi“;Ekh))Q = COS(:ZZ)*I for

k=0,1,..,n—1.
(c) Since e*** are the eigenvectors of D; corresponding the distinct eigenvalues, we get that they
are linearly independent. So the set contains n linearly independent vectors forms a basis.
(d) By (b) we get Dyett® = \etk® Doeth® = ()\y)2eih
SO

|
—

n

[t — —
aDau + bDyu = aDy (D ixe’™™) + bD1 (D duge™)
k=0 0

>
Il

n—1 — n—1 —

=a ) (A)ire®™ + 0> Aplpe'™

k=0 k=0
n—1

—_—
= > (a(Ar)? + bAe)ige™™

Il
o
Q)

—
Since {e”m}z;é is a basis, comparing the coefficients leads to the result that we want to prove.



