
Lecture 15: Recall :

Definition: Consider the system Ax = 5
.

Let
A diaged upa

If the eigenvalues of : <D"L + 1 D'U (2 + 0) are

independent of 2 .
Then

,
the matrix A is said to be

Econsistentlyorderedetly ordered makeis

1. Tridiagonal matrix :

(***)
* Xu

2. Block tridiagonal matrix

: T
O

whe Di = diagra-

----" I matrix
-

Pe



Theorem:[D. Young]
Assumea

2. My = NJPJ has only real eigenvalues

3
. BEp(MJ) < 1

4. A is consistently ordered,

Then : P(Msor) <I /

Also
,
the optimal parameter Wopt for fastest convergence

Wop=FB2 and

P(Msor, Wopt) = Wopt-I



Importantexamplen tridiagonal matrix of the form :

2 +
- IH = (= - -I E Mnxn(IR)

- 2

We want to study the convergence of Jacobi and SOR

methods to solve Ax =

5

.

In fact
,
for any nxn matrix of the form :

T2 = (- = - S its eigenvectors are given by :

- 14

S

j = (S) weigenvale=)↓ xj = 2 - 2cos(j0)
Muxn((R)



Proof: Ta j =

I
< sinjo - Sin (2j0)

I
< sin(2j0) - SinGj0) - sin (3j0)
2 Sin (3j0) - Sin (2j0) - Sin (4j0)(

!

< sin(nj0) - Sin ((n-11j0)

Using trigonometric formula : Sin (a+ b) + sin (a-b)
11

2 sin a cosb
Lsinjo-IsinjO cosjo

i
. Taj =

(
< sin(2j0) - 2 CosjOsin2jO I!

<sin(j0) -

2cos(j0sin()so



Note that A is tridiagonal . Hence
,
it is consistently ordered.

(Condition & of Young's Theorem is satisfied (

Now
, Mj = - D"L - D"U = I=

-Eigenvalues of My are given by :

Xj = cos(j) where j = 1 ,
2,..

:
.

All eigenvalues of My are real.

(Condition 2 of Young's Theorem is satisfied (

Also
, p(Mj) = cos (n) < 1

(Condition 3 of Young's Theorem is satisfied (



"the optimal w
is :

Wop=IP(ME)in ()
/



~
Another condition for the convergence (useful for analyzing SORI

Let A = N - P (N is invertible

Iterative scheme : N*K = PTR +&

Theorem: (Householder- John) Suppose A and (N*+ N-A)

are self-adjoint positive - definite matrices
,
then the iterative

scheme converges.



RoofiConsider MNPFN-AFIN A 1x1
IX can be complex) .

Let X be an eigenvalue associated to

the eigenvector 5. .

Then :

My = x* = (I - N
+A)x = x* = (N - A)x = MNY

=> (1 - x)NX = AY

Note that X * 1
.
Otherwise O is an eigenvalue of A.

Contradiction to the
fact that A is positive definite.

Multiply ** on both sides :

(1 - x)+N =
* A =

* NY= ** Ax - x)



Take conjugate transpose on both sides :

~

(1-7) ** ** = ** *** = ** AX

=> **** = c) ** A - (2)

(1) + (2) - ** AY on
both sides :

** (N + N*- A)x = (x+ - 1) **A Y

=**A
By assumption ,

A and N + N
* -A are both positive

definite.

We have : ** A * >0 and ** (N + N
* -A) * >

Henc
,
1-1x170 and 1x11 ,

i PCM)<1 and the iterative
scheme converges .



realExample: Let A= C ( be symmetric tridiagonal

O
2n+ Bn-
Bu+ 2n

matrix. Suppose A is positive - definite .

Prove that the Gauss-Seidel

method converges.

-Solution: For Gauss-Seidel method,

and SN = (a) NA + N - A = "G ...)
Then , NATN-A is symmetriche

Also, 10 , ... , 2,0
... %A) eith = d : 30

.

iNtN
*As

positive definite
ith Ci all eigenvalues are

positive (



By Householder-John Theorem
,
Gauss-Seidel method converges.

(real)
Example : Suppose A is self-adjoint positive - definite. Using
Householder-John theorem , prove that

: SOR method converges

if and only ifo < W < 2.

Solution: Note that Nsor = L + -D . Now ,
L=

*

(A is self-

i Nsor + Nso-A = (1) D A adjoint (

. Nsor + Nor - A is also self-adjoint positive - definite if

0 < W < 2

i
. By Householder-John theorem

,
SOR converges.



EigenvalueProblem

Recall : Convergence of iterative scheme :

NYk+= PYE + I depends on the spectral

radius P(N
+ P).

i
.
Need : numerical method to compute eigenvalues.

Computationof Spectral radius

Goal : Find eigenvalues with largest magnitude 7 Spectral radius

I womethods = 1. Power method

2. QR method



1Powermethoa (4) with n eigenvalues 11 ,
x2 , ..., In with

eigenvectors [1 ,
Xz
, ... ,
In

Let X = ( *,* ... *) Muxn(C) .

Then
,

we
know :

I I

AX = X)
*
x

... x) .

Assuming = 17.1 > (x2) = 143) = - - - = 1Xn)

We'll use Power method to compute (x11 .



Observation : Start with an initial rector*10)

Consider the iterative scheme:
Ch+) =t for,

Suppose A is diagonalizable . That's
,

we can assume

*1, * z, ..., n
form a basis for D?

- (0)
= a, + anz +... + ann (assuming ac to)

Take X

Note that ART = a ,x+)
Hence,ItAll
= = - ..=



- (k)

=
when k is big

Note : J is an eigenvector associated to 11 .

1 :1 for (
In fact,

11 A* 10 -> llA(ll0 =11
*m can be removed

under 11 . /10


