
Lecture 12

UsefulTheorem for eigenvalues Gerschgorin Theorem

Consider E = (e) = eigenvector of A = (aij),jen with
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eigenvalue x. Then: At = Me. Muxu (C)
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! A is symmetric ,
all eigenvalues are real,tin all eigenvalues are between 0 and &
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[Inditionfor Jacobi/Gauss-Seidel to converge

Definition: A matrix A = (Aijlizi
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-

D

Theorem fmatrixAThe
is nouna

·



Lecture 14:

Theorem:ThTacobimethod
converges if A is SDD .

(Se )↓ aijX+ ( *) forj= 1

Let ** = sol of Ax =-,We have :
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:Mllo rHello

: ll"llo rillll -> 0 as
m +-

↓ as m ++
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i- Jacobi method converges.



Theorem : The Gauss-Seidel method converges to the solution

of Ax = E if A is SDD.

Proof: Gauss-Seidel method
can be written as :

XimtX
Let ** = sol ofGF

.
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for i = 1
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We'll prove
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Induction on
ii

When i = 1
, le*)len

: the statement is true when i=1 .

= rilM11a

Assume 1 em rM0 for E = 1
,
2, . . .,

i-

Then:le
10 Memlle

=mM

Ne



By M .
I

., 1 em
+

1 > Mello for i = 1 , , .. ,

: It'll = IMIla

=> hello rallele
to as me-

as r < 1.

.. G - S
.

converges
!!



Example: Consider Ax = (10) (*) = (ii) = 5

A is SDD
. i
: Both Jacobi and G-S method converges.

For Jacobi method ,
YR+ = (100)+***+(1)

Let My
= (100+=

1 : Mj isEigenvalues of My are X1 = Yo and X2= Yo. diagonalizable.

: P(M3) = Yo . i
: Nemo = (o)Mkyx cost depending on

the initial error o

Recall:
"

= X , (au+(i)where ina



For Gause-Seidel, t = (100+ (ii)
Let Mas = (100)++)=
Eigenvalues of MG-s are X1 = 400 and X2 = 0 .

i MGs
diagonalizable

: PCMG-s) = You : NMIIo(MKG-s & coust
. depending

on initial
i G - S converges faster. erre-

Remark: To reduce the error by a factor of 10-m
,

we

need about theScolp) iterations.

Jacobi = k=810(% ) = m
in G-S converges twice faster

G- S : &-(%)=
than the Jacobi


