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Q1 (20pts)

Suppose events A, B, and C' are independent with probabilities 1/3, 1/2
and 1/6 respectively. Calculate the following probabilities:

1. P(AU B).
Since A, B are independent, then

P(AUB) =P(A)+P(B) -P(ANDB)
=P(A) + P(B) — P(A)P(B)
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2. PLAUBUCQC).

By the Inclusion-exclusion identity,

P(AUBUC) =P(A)+P(B) 4+ P(C)
—P(ANB)-PANC)—-P(BNC)+P(ANBNC)
=P(A) +P(B) +P(C)
— P(A)P(B) — P(A)P(C) — P(B)P(C) + P(A)P(B)P(C)

_1+1+1 1><1 1X1 1><1+1><1><1
3 2 6 3 2 3 6 2 6 3 2 6
13

= — = 0.7222.

18

3. P(only A occurs).

Note that the event £ := { only A occurs } can be written as

(AUBUC)\(BUO).



Since B, C are independent, it follows that

P(BUC) = P(B) + P(C) — P(B)P(C) = —.

P(E)=P((AUBUC)\(BUC(Q))
=P(AUBUC)-P(BUC)
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4. P(exactly one of the three events occurs).

Note that the event F' := { exactly one of the three events occurs }
can be written as

(AUBUC)\(BUC)U[(AUBUC)\(AUC) U[(AUBUC)\(AUB)].

Because A, B, C are independent, then

P(BUC) = P(B) + P(C) — P(B)P(C) = %
P(AU C) = P(A) + P(C) — P(A)P(C) = g
P(AU B) = P(A) + P(B) — P(A)P(B) = %

Since the events (AU BU C)\(BUC(C),(AU BUC)\(AUC) and
(AU BUC)\(AU B) are disjoint, then

P(F)=P(AUBUC)\(BUC())

P((AUBUC)\(AUC))+P(AUBUC)\(AUB))

P(AUBUC)—-P(BUC)

+P(AUBUC)-P(AUC)+P(AUBUC) -P(AU B)
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Q2 (10pts)

Suppose that E, F,G are independent events in a probability space. Let
F¢ denote the complements of F'.

1. Show that E and F¢ are independent.
Since F = (ENF)U(ENF, ENF and EN F° are disjoint, then
P(ENF)=PE)-P(ENF)
= P(E) - P(E)P(F)
= P(E)(1 - P(F))
= P(E)P(F)

then by the definition, £ and F“ and independent.

2. Is EU F independent of G 7 Justify your answer.
Since
P(FUF)NG)=P(ENG)U(FNG))

(Inclusion-exclusion identity)

=P(ENG)+P(FNG)—-P(ENG)N(FNG))

=P(ENG)+P(FNG)—-P(ENFNG)
(E, F,G are independent)

=P(E)P(G) + P(F)P(G) — P(E)P(F)P(G)

_[P(E) + P(F) - P(E)P(F)]P(G)

=[P(E)+P(F)—-P(EN F)|P(G)

=P(E U F)P(G)

then by the definition, £ U F' and G are independent.

Q3 (10pts)

An urn contains n balls, one of which is special. We randomly select £ balls
from the urn, with each ball having an equal probability of being chosen.
What is the probability that the special ball is chosen?
1\ (n—1
k
P{ special ball is selected } = (W) () = —.
n
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Q4 (15pts)

There are two coins. When Coin 1 is flipped, it lands on head with prob-
ability 0.3; when Coin 2 is flipped, it lands on head with probability 0.7.
We first choose 1 coin, where the probability of each coin being chosen is
equal, and then flip it 10 times.

1. What is the probability that the coin lands on head for exactly 7 times
of the 10 flips?

Denote the event " first coin is flipped” by C7, with C5 defined similarly.
Let X be the number of heads out of 10 tosses.

PX=7)=P(X=T|C)P(C))+P(X =7]|C)P(Cy)
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2. Given that the first of these 10 flips lands on head, what is the condi-
tional probability that exactly 7 of the 10 flips land on heads?

(b). By conditioning on the outcome of the first flip, we update the
probability (now evenly split between coins 1 and 2 ) that coin 1 is
being flipped. Let H; denote the event "the first flip is heads”.

P(H, | C)P(Ch)
(Hy | C1)P(Cr) + P (Hy | Co) P(Co)
B 0.3 x 0.5
~03x054+0.7%x0.5
=0.3

P(Cy | Hy) = P

Our updated probabilities are now: P (Cy | H;) = 0.3 and P (Cy | Hy) =
0.7. Then



P(X =7|H)
_P{X =T}nH)

P (H,)
CPH{X=T}nCinH)+PHX =7}NnCyN Hy)
a P (H)
CPUX=TynCiNH) P(CinH) P{X=TINCynH) P(ConH)
B P (Cy N Hy) - P(H) P (Cy N Hy) - P(H)

=P(X=7|CinH) -P(C, | H)+P(X=T7|ConHy) -P(Cs| Hy)

()00 o+ [(?)or 057 o

241350921

1250000000
= 0.1931

Q5 (15pts)

Let X be a continuous random variable, having the density function given
by

f(x){c(xQx?)), if0<x<l,

0, otherwise.

1. What is the value of the constant ¢ ?

1:/01f(x)dx:/olc(x2—x3)dx:%,

we have ¢ = 12.

2. Compute E[X].

E[X] = /01 o f(2)de — /01 12(2% — 2)da = g — 0.6.



3. Compute Var(X).

E[X? = /01332f(x)d33 = /01 12(z* — 2°)dx = g,

Var(X) = E[X?] — E[X]* = % — (§>2 _——

Q6 (10pts)
Let Z be a standard normal random variable.

1. Find the probability density function of X = —27.

E[X] = —2E[Z] =0, Var(X) = (—2)?Var(Z) = 4,

we have X ~ N (0,4). Then

2. Find E[Y] for Y = (Z + 1)2

EY]=E[Z*+2Z+1] = Var(Z2) + E[Z? +0+1 =2,

Q7 (10pts)

Let X be a Poisson random variable with parameter A\. Show that

EX(X—-1) - (X—k+1)] =X\ fork=23,....



Fix some k > 2, then z(x —1)---(z —k+1) =0 forx € {0,1,--- [k —1}.
For z > k,

Q8 (10pts)

If Y is an exponential random variable with parameter A = 3, what is the
probability that the roots of the equation on x:

472 +42Y - Y +6=0

are real?

—4Y £ /16Y?2 + 16(Y — 6)
8

16Y2 +16(Y —6) > 0

The roots x; 9 = are real if and only if

So we need to find this probability

P (16Y*+16(Y —6) > 0) = P({Y > 2} U{Y < -3})
= P(Y < =3)+ P(Y >2)

= O+/ e Mdx
P



