
Chap 4 . Random variables
.

34. 1 Introduction to random variables
.

Def . For a random experiment , a random variable (r. V))
X is a real-valued function defined on the

samplespaceSop that is functiona

Example . Flip 3 fair coins .

Let X be the

number of theheads that appear .

X = #S heads that appears
.

Eg. If the outcome is (T, H, 5)
,

then X= 1

if the outcome is (H , T, H) , then X=2
.



Example 2
.

Two fair dice are rolled .

Y = the product of the numbers that
appear .

If the outcome is (2 , 5)
,

then Y= 10
.

Example 3 .

Z = the life-time (in hours)
of a randomly chosen flashlight

.

34. 2 . Discrete random variables
.

Def . A ru . X is said to be discrete if

X can take on at most countably many
different values .

Def . For a discrete r. r. X
,

the prob . mass function
of X is defined by



p(a) = P(X
= a)

=> P(wES : X(w) = a)
,

F at I
.

Example : X = #S heads appear in rolling
3 fair coins)

(X = 03 = 3 (5, +, +13

SX=13 = 9 (H ,
+
, +) , (T, H , T) , (T, T, H))

\X = 2 3 = [ (H ,
H
, i) , (H , T, H)

,
(T, H, H)]

.

\x = 3) = [(H ,
H
, H)3

.

so p(0) = 5 ,
P(D = =

,
P(2) = =

,
P(3)=y

and P(a)
=

· for all a $90 , 1
,
2
, 33

.



$4. 3 Expected value ·

Let X be a discrete v. r
.

Let paxs = PSX = x3 be the prob - mass function

of X .

Def . The expected value of X is defined by

E[X]= I
x . P(X)

x : P(x)0

we sometimes also call E[X1 the mean of X
.

Hence EIXI is a weighted average of⑨

the possible values of X .

Example : X= #E head ,thaypear in flipping 3

fair coins]
p(0)

= 48
, P(11 = 38, P(2)

= 38
, P(3) = I



Hence by definition ,

E[X] = 0xP(0) + 1 x P() + 2 xP(2) + 3 xp(3)

= 0x8 + (x + 2x8 + 3x4
= St+= :



$4.4 . Expected value of a function of a v. U .

Let X : S-1R be a discrete v. r
.

Let 9 : R- IR be a function .

Then 9(X) is a function from S to R
,

so it is a new v. U
.

② : How can we compute EI9(X)] ?

Remark : By def , if y
,, Y,..., are the possible

values of g(X)
,
then

E[g(X)1 = 2 y, P39(X) = 4; 3
.



Below we give a short-cut formula for E[9(X)1 .

Prop . EI9(X)] = [8(Xi) · P(Xi) ,

where X
,, x2,

... are all the possible values of X .

Pf . Grouping all g(xi) which take the same
value

, gives

2 g(xi)p(xi)

S g(xi)P(xi))= 5 g(xi)= y
;

=

z(ig(xi) = y
,

Y; P(xil)
= % (g(xi) = Y; P(xi))
= Ey; P(9(X) = yj)()



To see (* 1
, Notice that

Sq(X) = yj3 = j.g(xi)
= yj
\X = xi)

(the Union being disjoint)

Hence P99(X) = Yj3 =
g(xi) = y;

P[X = xi)
= Eg(xi) = y, P(xi) .

#

Gary: EaX+b1= aE[X] +b

↓ a, be IR

and X is a discrete
r. U

.

Pf . Let g : RtIR be defined by g(x) = ax+ b .

LHS = E[9(X)1 = I (ax +b)P(x)
x : P(x)> 0

= I axp(x) + b1(x)
x = P(x) >0

=> az xP(x) +
b2xxx)

X = P(x)>0
x : P(X)>0

= a . E[X] +b.= RHS.



Dof . Let X be a discrete r. v .

For each non-negative integer n ,
we call EIX"] the n-th moment of X .

34. 5 Variance
.

Def . Let X be a discrete r. V
.

Set

Var(X) = El (X-M]
,

where R
= EIx1

.

we call Var(X) Immeof X .

It describes how far X is spread out from its mean
.



Prop . Var(X) = ELX1-
.

Pf
. By definition

Var(X) = El (X-M12]
=

I(x- 1) p(x)
x : P(x) -

=

x psPx
-2Mpax P*

+ 42 I P(x)
x: P(x)> 0

= E[X] = 242 + M2

=> ElX] -?
#


