
Lecture 16: Recall :

Prop : Let V be an inner product space and Sn = Ev, ..,013

be a linearly independent subset
of V . Define :

Sn' = SE
,
:

, ...,
win3 where E ,

= E
,
and

for=2, . . .

, ,

dett
Then : Sn' is orthogonal and Span(s) =SpanSu

=



Prof: We prove by induction on n.

For H = 1
,
we simply have S = S1 ..: The statement is

obviously truee.
Suppose the statement is true for U= m-1.

3
Induction

That's
, S'my = &E , ..., Em+3 is orthogonal and hypothesis,

Span (Sm-1) = Span(Sm-)
Now , consider a lin. independent subset Sm = Si

,
E

,
..,
Em+,him

have :
we

The fia



: Sm is orthogonal.

Also
,
Emo since otherwise

,
com E Span(Smi)

Span (Sm-1)

Span(5on, ..,+3)
contradicting the condition that Sm is linearly independent,

Hence
, Sm = E

,
E,..,my , Em] is orthogonal subset

consisting of non-zero rectors. 1. S'm is linearly independents

Also
, Span(S'm) C Span (Sm) => Span(Sin) = Span (Su)

↑ ↑
dim = m

dim = m



The above construction of an orthogonal basis is called

Cram-Schmidtprocess.



Consider V = PCIR) equipped with the inner product

< f
, g) =S'f(t)g(t) at

Let B = 51 ,
x
,
x2
, ..., , ---3 be standard ordered basis

for PCIR).

Take ,
= 1
.

1/0

libhe = x - -
~



=_i
=

- Ex and so on , -

for PLIR)

This produces an orthogonal basis
5
1.
E2
...

3
,
whose

elements are called -Legendrepolynomial

~



Collay: Let V be a non-zero finite-dim inner product space.

Then
, V has an outhonormal

basis B =S , -- ,Eon3 Sit.

EXEV
,
we

have:=>E

Collary: Let V be a non-zero finite-dim inner product space

with an orthonormal basis B= 1 ,
E2

, ..,
En3

.

Let T be

a linear operator on V .
Let A = [T]

B · Then
: Aij =<TEj, i)

Pe [T)) =... Stipj)=( I
~



Othogonalcomplement

Def: Let S be a non-empty subset of an inner product

space V.
.

The orthogonal complement of S is defined as :

s
+ + \eV = <, y7 = 0 for VyeS3

wi

*
~



Proposition: Let V be an inner product space and WCV a

finite-dim subspace of V .

Then : VeV , I! -W and EEW
+

such that 5 = n + E.

Furthermore ,
if Ev

,
En
,
...,h] is an orthonormal basis

for W,

then:=
The rector nEW is called the orthogonal projection of

- on W.

⑭



4f : Given YeV ,
we setdevii

and
def-n. Then : Y = Y + E.

w Yut ??
Now , <E,j) = <5-,j) = <5,> - (ii)

-
W

<5,j]
·Ibi)
i
: EeW+



For uniqueness, suppose ZU'EW and E'cWt such that :

=T W
+

Claim : W W
+
= 303

If: Take = Went . Then :< =

witE
=%

This implies:
- = E - E=

En =' and Z =Z.



Collary : With notations as above , then :

115- * 11 = 115-all for
Y EW

↓ Y
and equality holds iff

in W

*Remark: Orthogonal projection is the
-

rector in W closest to Y.



Pf : Let YtW . Then: E

115-12 = 11 + E ->I=Y
= - Y

,
n -x) + <- ) + <E , i == ) + < ,:)

S
/

Y O

= ll-* /R + IE = Ell = 115-all

The equality holds iff Il-*I = 0 iff n=



Proposition : Suppose S = E , n , ..., ER3 is an orthonormal

set in an n-dimensional inner product space V .

Then :

(a) S can extended to an orthonormal basis

, , - -, Er ,kt, ...,
En3 for V

(b) If W = span(S) , then S
1
= EEH ..., En3 is

an orthonormal basis for W
+

(C) If W is any subspace of V
,
then :

dim (v) = dim (w) +
dim (W

+)



Prof : (a) We first extends to a basis :

S

Sim ,k ,
...n for

Then
,
we apply the G-S process

to this basis.

S is orthonormal, i
E
, ..,
Ek remains the same

during the G-S process
.

So
,
this process gives an orthonormal basis for V of

the formE...-,
]

unchanged
new

(b) Exercise .

Consider NEW and write= Di . We:iA



(2) For any W ,
choose an orthonormal basis 31

, ... )

for W and extend it
to an orthonormal basis

E
, -.,
Er,kt, , -., En3 for

V.

Then :

din(V) = n = k + (n- k)

= dim(w) + dim (W
+)



Remark : In fact
,

a "complement" to a subspace WCV

(dim(V)(d)
is another subspace UCV

Sit.

· WnU = 23

[ dim(w) + dim(U) = dim(V)
U X

is

a
complement

n



Adjointof a linear operator

Pop: Let V be a finite-dim .

inner product space over
F.

Then for any linear transformation g : V + F (linear functional),

ElgeV S . t . g(x) = < , 57 for all YEV .

S



Theorem: Let V be a finite-dim inner product space. Let T be

a linear operator on V .
Then : I ! Linear operator T*: V+

such that : < TE) , ) =< , T*517 for VeV
.

T
*
is called the adjoint of

T

.

Prof: Given any jeV , the map gg : V + F
defined by :

gi(X) = < TCE1 , 57 is linear (1) ., . ) is
linear in

the 1st argument)
+

By the previous proposition , E ! g'e V
T is linear

such that < TC), = <* '7 for all V .
we

g"() Now
,
define : T*: + V by* (5) =5 .
uniquely



To see that T
*
is linear

, let Ji , jzeV and CGF.

Then FX-V , we have :

<, T *(cyi + yn)) =
< T(x) , cyi +y2)]

= < T(Y) ,y 1 ) +
<T(x) ,2)

=[ <k, T*(5) + <*, T
*152)

= <*, cT
*(ii) + T* (2)

=> T
*((y + 52) = cT*(51) + T

*
(2)


