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Renewal Theory

@ Given a discrete r.v G with g; = Prob[g = ]

Q G(2)=Y 7097 )

Q E[Z6) =37, Z'Problg = i| = ., Z'g; Therefore,E[Z6] = G(Z)
e Given a continuous r.v X with f;(x)

Q F;(s)ﬂ: Jeoo fx(x)e™*dx

Q Ele 5] = [ 2, e fz(x)dx
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Renewal Theory

Residual Life

Ay Ay A3 Ap Ap

........ Xy—f—Y—

T B T Tn-1 Ty time

@ Interarrival time of bus is exponential w/ rate A while hippie arrives
at an arbitrary instant in time

@ Question: How long must the hippie wait, on the average, till the
bus comes along?
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Answer

@ Answer 1: Because the average interarrival time is 1, therefore 5

@ Answer 2 : Because of memoryless, it has to wait 1
@ General Result:

fx(x)dx = kxf(x)dx = ﬁo)jff(();))dx
_ 1-F(y)
fr(y) = W
F*(S) _ 1 _n,;*(s)
P Mp 1
" (n+1)my

Particularly, ry = %3
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Derivation

Plx < X <x+dx] = fx(x)dx = kxf(x)dx

/ fx(x)dx = k/ xf(x)dx = 1 = kmj
x=0 x=0

Therefore,
fx(x) = —xf(x)

f(y) =7

PIY <ylX=x =

4
X
Ply<Y<y+dyx<X<x+adx] = (‘2’) (Xf(X)> "
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Renewal Theory

continue:

fy(y)dy = Ply<Y<y+dy,x<X<x+ dx]
x=y
< dy. xf(x 1-F
= [ GO Do =t ey
X=y 1 1
1-F : dF
fv(y) = m1(y) since  f(y) = d§/y)
_ 1=-Fs)
B Smjy
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Aty = 1—e M t>0
a(t) e M t>0
b(t) = general

@ Describe the state
[N(t), Xo(1)]
N(t): The no. of customers present at time ¢
Xo(t): Service time already received by the customer in service at
time t (or remaining service time).

@ Rather than using this approach, we use the method of the
imbedded Markov Chain
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Imbedded Markov Chain [N(t), X,(1)]

@ Select the "departure" points, we therefore eliminate X,(t)
@ Now N(t) is the no. of customers left behind by a departure
customer.
@ For Poisson arrival: Py (t) = Rk(t) for all time t. Therefore, px = r«.
@ If in any system (even it's non-Markovian) where N(t) makes
discontinuous changes in size(plus or minus)one, then

r, = dx = Prob[departure leaves k customers behind]

@ Therefore, for M/G/1,

Pk = dx = Ik
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M/G/1

@m

ok = Problk arrivals during the service of a customer]

ap 4 Qo Q3
ap 4 Qo Q3
0 ag oy o
P= 0 0 ap O
0 0 0 ap

0o ()\X)k
o K
m=mPand ) m = 1. Question: why not7Q =20, m; =17
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ax = P[v=K] = /Ooo P[v = k|x = x]b(x)dx =

e~ b(x)dx
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The mean queue length

We have two cases.
Casel1: g 1=gn—1+Vpy for gn>0
Cn Cn+1
qn qn+1
orver AN N
t
Cn Cn+l
queue i
Vi1
Cn Cn+l
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Case 2: g, 1 = Vo1 for g =0
Cn Cn+1
anO ‘ qn+1
server \ ¢
Cn Cn+l
queue N
\ Vn+1
Cn Cn+1
1 fork=1,2,...
"emk—{ 0 fork=0
n+1 = Gn — Dg, + Vnt1
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ElGni1] = Elan] — E[Aq,] + E[Vai1]
@ Take the limit as n — oo, E[q] = E[q] — E[Ag] + E[V]
@ We get,

E[Ag] = E[V] = average no. of arrivals in a service time

@ On the other hand,

ElAg] = > AkP[G= K]
k=0
AoP[d = 0] + AyP[G=1] + -

= Plg>0]
@ Therefore E[Agz] = P[g > 0]. Since we are dealing with single

server, it is also equal to P[busy system]=p = A\/mu = \X.
Therefore,

E[V]=p
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Since we have

Qnt1 = Gn— Dg, + Vni
Qhi1 = G5+ D% + Vi —200Dg, +2GnVni1 — 2D, Vpy1

Note that : (Ag,)? = Ag, and gnlAg, = gn
lim E [GRe1] = [lim {E (5] + E[AZ,] + E[va 4] -
2E[qn] + 2E[QnVni1] — 2E[Ag,Vni1]}
0 = E[Ag]+ E[V?] — 2E[g] + 2E[G)E[V] — 2E[A4]E[V]
E[V?] — E[V]
2(1-p)

Now the remaining question is how to find E[V2].

Elg] = p+
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o Let V(Z) = 52, PV = k] Z*

s 0 (A k e
V(Z) = kz; /O (lf!)e M b(x)dxZ*

= /Ooo e M (i ()\);f)k> b(x)dx

k=0

= / e eMp(x)dx
0

= / e~ A=A Xp(x)dx
0

@ Look at B*(s) = [~ e **b(x)dx. Therefore,

V(Z) = B* (A — A\2)
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@ From this, we can get E[V], E[V?], ...
dv(Z) dB*(A—-)XZ)  dB'(A-)\Z) . d(A—)\2)
az aZ  dA-)2) az
_ 9B ()
= =) %
av(z _ aB*(y) Y
V) T 2= o™ +AX =p
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RV _ 2 7, since V(Z) = B'(\ - \Z)
dzz. ~ az' " dy T dr oz
d2 V(Z dBZ}‘< E3
dZ(2 )’Z:1 = N ) ly=0 = 2B"2)(0)

dy?

V2 -7 =Xx2 = Vv2=i+)\2x2

Go back, since

~2 o ~

Bl = )
2y 2
IR el (=

This is the famous Pollaczek - Khinchin Mean Value Formula.
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o For MIM/1, b(x) = pe ", X = 1;x2 = 2
57—+)\2X_2—+222—+22
A (R R () I ()
= PN
q = =, N in M/M/1

o FOI’M/D/1,)_(:X;)(_2:X2

1 p PP

1=p) 1-p 2(1-p)

- 2

— It's less than M/M/1 |

o For M/Hy/1, let b(x) = }Ae ™ + 3(2\)e 2 X = & x2 = 55,

%
_: _i_i
T=PT 20 —)p)

(63}

where p:)\)'(zg;q:1,79
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INN———,

Distribution of Number in the System

Qn+1 = Qn—ADg, + Vny1
Zn+1  — an*Aqn+Vn+1

E[Z%+] = E[ZQn*AanFVnH] - E[an*Aom - Z¥n+1]
Taking limit as n — oo
Q(Z) = E[Z9%9-E[Z'] = E[Z7%9V(Z) — (1)

E[z9-24) = Z°Prob[q=0]+ ZZK*1 Prob[q = K]
k=1

= Z°Prob[g = 0] + %[O(Z) — P[g =0]]

= Problg = 0] + 2[Q(2) - Plg = 0]
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Putting them together, we have:
1
Q(2) = V(£)(Prob[g = 0]+ 5[Q(Z) — Plg=0]])
But P[g =0] =1 — p, we have:

(=90 =3 gy _azy =21 =2)

1-Y2 B*()\—)\Z)—Z]

This is the famous P-K Transform equation.

John C.S. Lui (CUHK) Computer Systems Performance Evaluation 22/36



QZ2) = B'(\—2)\2) B(:(; f)§\12)_—Z)Z

For M/M/1 : B(s)= Sj‘_u
_ Iz -p(0-2) 1-p (1-p)
Q2) = ()\—)\Z—l—#)[i()\_)\”z_‘_ﬂ)] -Z 1-pZ 1-pZ

Therefore,
Pla=kl=(1-p)p* k=0

This is the same as

PIN = K] = (1 - )"
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QZ) = B(\-22) 3(1 o f)SZ)‘ —Z)z

) 1 2 3 2\ 7As +8)?
For M/Hz/1 B(S):ZS+A+ZS+2)\:4(S+)\)(3+2>‘)
(1—p)(1—-2)[8+7(1 - 2)]
8+7(1-2)-42(2-2)(8-2)
(1—9)[1_17521_(1_p)[ % + % ]

[1-8z][1-82 1-2z 1-2z

Qz) =

Where p = \x = 3

. 3 /2\% 9 /2\*
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L

We know gn11 = gn — Ag, + Vat1. From the r.v. equation, we derived:

_ Ax2 (1+C2)

A A (= W
where C2 = ;—‘22’
1—-p)(1 -3
oz - vt
-z

B*(A—=XZ2)(1 —p)(1 - 2) @

B-(\—\2)-Z

because V(Z) = B*(A—)\2)

az) = s0az-s0 28002

* _ 3(1 _P)
- W =5
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Distribution of Waiting Time

Co] kx”jcn
C, kxna —_ aCn %
Vi(2) = B'(A-\2) Q(z) = S* (A — A2)
Lets=\— )z, thenz=1 —§
* _ 3(1 — p) . . ”
S(S)_B(S)S—)\+)\B*(S) What is W*(s)"
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For M/M/1,
* . s(1 - B
_ A s(1-p) ]
S+pu - Ss— A+)\s+u
s(1-p)
= [][82+3u Y.
_ sp(l=p) _ p(1—p)
S[s+u—A s+pu—2A
__n(1=p)
s+ u(1—p)
s(y) = p(1—p)e =2 y>0
Sly) = 1 — e H(1-p)y y>0
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W*(S) _ 5(1 _p) _ 5(1 — p)(s—i—,u)
S— A+ A S2 + Sy — S\

s —p)s+p) _ (1-p)(s+p)

s[s+p— A S+pu—A

M1=-p) _ 4 A1 -»p)
Py Sl Ul s ¢ s
w(y) = (1—puo(y)+r(1—p)e (=7 y>0
W(y) = 1—pe =7 y>0

= (1=p)+

1_
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M/G/1

@ Let U(t) =the unfinished work in the system at time t

u(t)

X3 XG
X
3 X
X [\I\\ [\ 5\[\

C, C,C4 C, C; G
s f t
C| ¢4 c C, c C{
Q 7 f
c, C, C, c, Cs C,

@ Y; are the i busy period; /; is the i idle period.
@ The function U(t) is INDEPENDENT of the order of service!ll The
only requirement to this statement hold is the server remains busy

where there is job.

29/36
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@ For M/G/1
At) = Plt,<tl=1—-e? t>0
B*(x) & P[X,<X]
o Let
F(y) = Plh<y]
= idle-period distribution
G(y) = P[Ya<yl
= busy-period distribution
Fy)=1-¢e? t>0

@ G(y) is not that trivial! Well, thanks to Takacs, he came to the
rescue.
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The Busy Period

@ The busy period is independent of order of service

@ Each sub-busy period behaves statistically in a fashion identical to
the major busy period.
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@ The duration of busy period Y, is the sum of 1 + ¥ random
variables where

Y=xi+Xg+---+X

where x; is the service time of Cy, Xj is the (7 + 1) sub-busy

period and v is the r.v. of the number of arrival during the service
of C1 .

o Let G(y) = P[Y < y] and G*(s) = [° & ¥dG(y) = E[e~5"]
Ele=Y|xi = x,V = k] = E[e S0 Xni+Xit4X)]
— E[e_SX]E[e_SXk+1]E[e_sxk] . -E[e_SXZ]
&[G ()¢

Ele™xi=x] = > E[e™|xi =x,¥=K|P[V =K
k=0
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(>\X ) o

Eles"|xy=x] = Ze *[G*(s))*
—x[s-i-/\ AG*(s)]
Ele %] = G*(s) = / Ele %Y |x; = x]dB(x)
0
_ / g xls+A-AGH ()] dB(x)
0
Therefore, we have

G*(s) = B'[s+ A — AG*(9)]
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G*(s) = B*[s+ A — A\G*(9)]
Since,

g = E[Y]=(-1)kG*® () and X‘k:(_1)k3*(k)(0)

g1 = (1)6*(1)(0)2B*(1)(0)C§L[S+>\)\G*(S)]|s:o
= —B )1 - AGM(0)]

g1 = x(1+Ag)

o Therefore g1 = {*; where p=\X

@ The average length of busy period for M/G/1 is equal to the
average time a customer spends in an M/M/1 system

g2 = GA(s)lsco = SB[ + A~ AG' ()1 ~AGV(s)]ls=0
X2
(1-p)p°
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= B*@(0)[1 — AG*M(0)12 + BV (0)[-AG"®(0)] =



The number of customers served in a busy period

@ Let Ny, = r.v. of no. of customers served in a busy period.

fn = Prob[Np, = n

F(Z) = E[ZNbP]:if,,Z”
n=1

E[ZNow|y = k] = E[Z"MictMist-+M]
(where M; = no. of customers served in the i sub-busy period)
E[Z'7 =K = EIZIEZ"] . E[Z"] = E[Z)(E[ZM])"
= Z[F(2)
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F(Z) = i E[ZNe|V = K]P[ = K]
k 0

= ZZ[F )KPIV = K]

= ZV[F( )

= F(Z) = ZB*(\ — AF(2))
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