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Stochastic Processes

Stochastic Processes

@ We have studied a probability system (S, 2, P) and notion of
random variable X(w). Stochastic process can be defined as
X(t, w) where:

Fx(1)(x) = Prob[X(t) < x]
Example:

@ no. of job waiting in the queue as a function of time
@ stock market index

@ Markov process
PIX(trs1) = Xns1 | X(tn) = Xn, X(tr—1) = Xn_1, -+, X(t1) = x1]
= P[X(th41) = Xny1 | X(tn) = X
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Stochastic Processes

@ Discrete-time Markov Chain
@ give example
@ PXp=j|Xn-1=in-1,Xn-2=ln2,....,. X =i] = P[Xy =J|
Xn—1 =In—1]  (transition probability)
@ Homogeneous Markov chain : if the transition probabilities are
independent of n (or time)
@ Irreducible Markov chain : if every state can be reached from
every other states
@ Periodic Markov chain : example : if | can reach state E; in step v,
27, 3, --- where vis > 1
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Stochastic Processes

@ For an irreducible and aperiodic Markov Chain,we have

= lim 7"
M m 7

o= Z?T,'P,‘j and ZTF,':1
i i

@ Example:

P=

Al=pN= O
A= O MW
[VIEENNTATNEES

@ What's the 7@ = [71'0,7['1,71’2] ?

John C.S. Lui (CUHK) Computer Systems Performance Evaluation 6/44



Stochastic Processes

What's 7; = >, m;P; ? (Another way to look at it)

m = () +m(}) +ma(3)

mo= mo(g) 4 m(0) +maly)

1 3 1
M2 = moly) +mi(y) +7m2(3)
The above equations are linearly dependent!
1 = o + T4 + T2

Direct Solution:
mo =0.2,7 = 0.28,m = 0.52 = 7 = [0.2,0.28,0.52]
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Stochastic Processes

Transient to limiting solution
@ Define 7(" = [W(()n), ﬂsn), e W/((n)]

@ Given 7(9, we can perform:
M — ,Op
@ _ p_ 0p2

A — L0pn

™ = 7wP

@ look at page 33. The limiting solution (or steady state probability)
is INDEPENDENT of the initial vector.
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Stochastic Processes

@ For Discrete time Markov Chain

o the number of time units that the system spends in the same state
is GEOMETRICALLY DISTRIBUTED

(1 — P;)P;"  where m is the no. of additional steps

@ Homogeneous continuous time Markov chain
@ TQ =0, ;m =1and Q[/,]] is the rate matrix

Qi = rate from state i to state j
Qi = —>_jqj = rate of going out of state i

@ meaning of TQ =0

Zﬂ';q,'jzo Vi
J
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Stochastic Processes

@ Poisson Process:

K
Pi(t) = (A1) e M fork=0,1,2,...

k!
- k = ()‘t)k —\t 7k
k=0 k=0
— e—Ati ()\:(Zl)k _ o MMZ _ M(Z1)
k=0
EIK] = 2G(2) 12-1= MMED o= xt

- _ 2 = _
o2 = K2—(K)? since Z’ZG(Z) lz=1= K2 - K

a? _
7282) = (2N |z_= (A1)?

—o2 = (A)Z+A— (M2 =t
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Stochastic Processes

@ Given a Poisson, what is the distribution of it’s interarrival ?

Fa(t) = Prob[X<tl=1-P[X>f=1-e

fa(t) dF;; 2

— e M t>0 EXPONENTIAL!

— constant rate!!
@ Poisson arrival — exponential interarrival time.
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Queueing Systems

Baby Queueing Theory: M/M /1

Poisson arrival (or the interarrival time is exponential) and service time
is exponentially distributed. Arrival is \e=*! and service is pe *.
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Queueing Systems

—A A 0
v —(A+p A
oo | & O

@ wecanuserQ=0and ) m =1
@ For each state, flow in = flow out
@ Using this, we have:

—moA + pum =0
oA — m(A+u)+pme=0
TiaA — m(A+p)+pmipe =0 i>1

@ Stability condition: ﬁ <1
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Queueing Systems

Solution
Here, we can use flow-balance concept:

A
TOA = Tip — 7T1:7To(;)

A Ao
TN =Top — mo =m(—) = mo(—

(u) (u)

A A3
oA = g — w3 = mo(—) = mo(—

(u) (u)
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Queueing Systems

In general, 7; = mo(5)" i >0,
Z?T,‘ = 1
i
A A
7714_*4_*24_... = 1
ol (M) (M) ]
m>_(5)] = 1
iz M
1
WO[-]_A] = 1
i
T = ‘I—i
ol
A AL
mi=1-=)=) i>0
i=( u)(u)
(p= % = system utilization = Prob[system or server is busy])

-~/
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Queueing Systems

N = E[number of customer in the system] = Z i
= 21(1 —p)p'=1-p le
i=0

= 1—ppZIp’1 (1-p)p Zai
=0
- (1—p)p8fp2p"
i=0

~ (1 =Prgly] = (1= =]

1—p
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Queueing Systems

@ E[number of customer waiting in the queue] = ?
o

(k=DPc = 5= -3 P
T-r 5

= P
= -, p

k=1

— a special form, not only for M/M/1
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Queueing Systems

Little’s Result

o Little’s Result : N =T
T = = %5 — thatis why A = 1 is unstable
N : T
1/p
) 1 1
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Queueing Systems

Discourage Arrivals

(6
Ak_k_{_.l k_o71727'” Mk = K

alk+l

............ ............

(0%

Poox = pipp — P1=P0;
1 1
pig =P — P2=pi 5 =P )(5)

a _al o ag 11
Pog = Pap = Ps—Pzﬁg—Po(M) (3)(2)

pi = Po(g)i(%
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Queueing Systems

> pi=1
=0
s a1
;”O(u)(:'):1
9 (g)i
Pozllff,:1
=0
Poeﬁ:
Po =¢€ i
_(%) (0% i 1 o
pi = (;)(ﬁ) i>0
N = 7
T =7
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Queueing Systems

A _a
p = T ;:(1—9 »)

.- ek (2)k

A= Z(k+1 Zk+1 ki
oo (7)k+1

& ﬁ _ o m
«e ”kz:%(kﬂ)! 1e “k;)(kﬂ)!

= pe i(er —1)=p(1—e )
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Queueing Systems

Little’s Law

a(t) = The no. of customers arrived in (0, f)

d(t) = The no. of customers departure in (0, {)

N(t) = a(t) d(t) = The no. of customers in the system at time t.
fo t)dt= Total time of all entered customers have spent in the

system

At = Average arrival rate (0, t) = %0

T; = System time per customerdurlng (0,t) = (%

N; = Average number of customer during (0, t) Lf)
N; = Ltt) = Trofr()t) = At Tt

A
Taking limit at zi — oo, We have:

N=\T

General for all algorithms e.g FIFO.....
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Queueing Systems

M/M /oo system

o)
0 k
P()Z é l =1 :>Po—e>‘/”
7 !
i=0
k
e*A/# A
Pk:(#) k:O,1,2,-"
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Queueing Systems
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Queueing Systems

M/M/m system
A A A A A A A
QUL QI
u 2u 3u 4u muy muy muy

M =Afork=0,1,---.
ik = kp for 0 < k < mand my for k > m.

A
PoA = pip = P1=pPo <M>

A\? /1
piA = p2p = p2=po( ) |5
7

. k
pe — Po<)\> <1> k=01,....m
I k!
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Queueing Systems

continue

fork > m
A m-+1
Pmy1mMp = Pmy1 = Po (M) <

1
m!
PmiiA = Pmy2Mp = Pmi2 = Po (M) <m'> <>

A 1\ &=
= () () e

Prob[queueing] = > _ px
k=m

PmA
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Queueing Systems

A A A A A
@ o 9 9 ......
H H 1 1 I

A k
pk = p0<,u> k20717"'7K

K k_1 K111
A 1—p+] 1—p A
b = E - =|—4—| =71—353 Wherep=72
P L_O(u)] [ T—p 1 — pk P

Prob[blocking] =7 . B
Using the similar approach, we can find N and T.
Average arrival rate is \(1 — Pg).
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Queueing Systems

M/M/m/m (m—server loss system)

A A A A A
Q o 9 9 ......
H 30 4u my

Ak = A for k < m and zero otherwise. ux = kpfork =1,2,...,m.

A\
Pk = Ppo|(—) 3 k<m
w) Kl

moy 7 =1
o[£

k=0

Prob[all servers are busy] is equal to Pp,.
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Queueing Systems

M/M/1//m (Finite customer population)

mA (M-D)A (m-2) A (M-3) A A
Q o 9 e ......
H 1 1 H I
P = Po”ff—c;/W Vs les by
N m
- m(5) g oksM
M k B
A M!
o = [Z_; <u> (M—k)!]
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Queueing Systems

sum of time slotstwith k customers

@ Whatis px? Itis lim;_

@ ry = Problarriving customer finds the system in state Ek]

@ Is px = rc?

@ Letuslook at D/D/1, interarrival time is 4 secs, service time is 3
sec. Thenpy=1/4and rp = 1.
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Queueing Systems

More

@ For Poisson arrival, Px(t) = Rk(t) or px = r.

PIN(t) = k, At + 61)]
PA(t + 61)]

R(t) = lim PIN(t) = kIA(t +6t)] =

PJA(t + 5t)|N(t) = K]P[N(t) = K]
PA(t + ot)]

@ Due to memoryless property:
PIA(t + 6t)|N(t) = k] = P[A(t + 6t)]
@ Due to independence,

Ri(f) = PIN(t) = k] = pk(1)
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Queueing Systems

Method of stages: Erlangian distribution E,
Let service time density function

b(x) =pe ™™ x>0

h(y) =2pe™®¥ y>0
X=y+y

B*(s) = (Si‘éuf
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Queueing Systems

continue

From (2.146)
. A\ AR
— >0 k>
X*(s) (s+)\> = fx(x) = (k_1).e X>0:k>1
Therefore:
b(x) = 2u(2ux)e 2" x>0
LI I P S S S I
EX = EW+EWl = 5. + 5, =i 0b=0h+0h= 55 =52
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Queueing Systems

E,: r—stage Erlangian distribution
e i i [ a

- J

h(y) = rue”™ y>0

_ 1 a1 _A_1
Ely] = = e E=r_- =
1\2 1
2 _ oy
o r(w> ru?
r r—1
B'(s) = [Sfm] :b(x):m((rr*_"?)!emx x>0
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Queueing Systems

M/E,/1 system

alt) = e
ru(rpx) 1
b(t) = Me(rux) x>0

State description: [k, s/] transform to [s] where s is the total number of
stages yet to be completed by all customers.

If the system has k customers and when the i stage of service
contains the customers.

j = number of stages left in the total system
= (k=1)r+(r—i+1)=rk—i+1

John C.S. Lui (CUHK) Computer Systems Performance Evaluation 36/44



M/E,/1 system: continue

Let P; be the probability of j stages of work in the system. Since
j=rk—i+1,we have:
j=rk
px = Problk customers] = Y P
j=(k—1)r+1
2 A
rL rp ry re
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Queueing Systems

Let P; = 0forj <O.

)\Po = I',uP1
(A+ru)P; APj_r + P4

Define P(Z) = -2y P;Z/

Y A+rwPZl = > AP ZI+ ) rpPigZ
j=1 j=1 j=1

A+ [P2) = Pl = AZ'[P(2)]+ L [P(2) - Po— P12]

Po A+ rp—(ru/2)] + ruP;
AFru—AZ—(ru/2)
Poru(1—1/2)
A+ru—AZ—(ru/2)
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Queueing Systems

q q 5 q P,
Since P(1) = 1, therefore, usmg L' Hospital rule, we have 1 = ,jf_g,,
therefore, Po = £-2r =1 — 2.

Define p = ﬁ we have

_ - p)(1-2)
P(2) = ru+ X2+ — (A +ru)Z

For general r, look at denominator, there are (r + 1) zeros. Unity is
one of them; we have (1 — Z)[ru — N(Z + Z? + --- + Z")]. Therefore,
we have r zeros which are Zy, 25, - -- , Z.. We can arrange them to be
ru(1-2/21)1 —-2/2)---(1 — Z/Z;). We have:

P(2) = ”)21 Z/Z

Need to resolve this by partial fraction expansion.
For E,/M/1 system, derive it at home.
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Queueing Systems

Bulk Arrival System

Let g; be the probability that the bulk size is /, for i > 0.

)\Po = ,U,P1
k—1
A+ w)Px = pPry1+ ) Agk-iPi
i=0
00 oo k—1
A+ Pzl = MZPKHZ +AY Y gk iPiZf
k=1 k=1 i=0

A+ ) [P(2) = R = §[P( ) — Po— P1Z] + AP(Z2)G(2)
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Queueing Systems

Analysis: continue

pPo(1 - 2)

P = sa—2) -2zl - 62)]

Using P(1) = 1 and L Hospital rule

-0 -2)
P = -2 221 - G@)

where p = 26 (1)

For bulk service system, try it at home.

John C.S. Lui (CUHK) Computer Systems Performance Evaluation 41/ 44



Queueing Systems

Parallel System

s
a

N\

~

J

b(x) = a1 M* + apupe

B*(s) =

x>0

HA H2
o4 + oo
<5+M1> <S+M2>
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Queueing Systems

In general, if we have R parallel stages (hyper-exponential):

B*(s) = ia, (siiu)

=1

i=1 Hi i=1
2 2 (R
2 0p _X2—(X) 2
= = 1
“=Gr= wr T @
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Queueing Systems

Series and Parallel System

W =T
Za,fluz(f/uzx)’ o iHiX

b(x) i x>0
P (f = 1)!
R -
lill: i
B*(s) Y <’“’)
= S+ lip;
— v
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