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Abstract—Congestion modeling is a key point for improving
the routability of VLSI placement solutions. The underuti-
lization of netlist information limits the performance of ex-
isting layout-based congestion modeling methods. Combining
the knowledge from netlist and layout, we graft netlist-based
message passing on a layout-based model to achieve better
congestion prediction performance. The novel heterogeneous
message-passing paradigm better embeds the routing demand
into the model by considering both connections between cells
and overlaps of nets. With the help of multi-scale features, the
proposed model can effectively capture connection information
across different ranges, overcoming the problem of insufficient
global information in existing models. Based on the advance-
ments, the proposed model achieves significant improvement
compared with existing methods.

I. INTRODUCTION

Placement is a crucial and time-consuming stage in the
electronic design automation (EDA) flow [1]–[10]. Modeling
and optimization of routing congestion in placement can
greatly influence the quality of results (QoR) [11]–[13]. To
accurately model the congestion, placers commonly integrate
routing processes [14]–[17] or analytical models [18]–[21] to
estimate the congestion. However, the routing-based methods
are plagued by considerable runtime overhead while the
model-based approaches suffer from low accuracy.

To avoid the large overhead of invoking global routing
while keeping high accuracy, deep-learning-based approaches
have been proposed to replace the time-consuming routing
engines in congestion modeling. Given the placement fea-
tures like the rectangular uniform wire density (RUDY) [18],
various image-to-image translation models have been utilized
to predict the routing congestion, such as fully-convolutional
networks (FCN) [22], [23], generative adversarial networks
(GAN) [24], and J-Net [25]. Neural architecture search
(NAS) allows for the automatic and flexible design of con-
gestion prediction models [26]. LACO [27] proposes a look-
ahead mechanism, which can serve as a plugin to mitigate the
distribution shift problem in congestion modeling. In these
methods, the layout is decomposed into grid cells, each of
which is represented by a pixel on an image. Utilizing the in-
formation from netlists, graph neural networks (GNN) [28]–
[30] are designed to predict the congestion on the circuit
cells. In LHNN [31], the grid cells and nets in placement are
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modeled by hypergraphs, and the novel lattice hypergraph
neural network can utilize the connection information to
achieve better performance. PGNN [32] employs pin-based
GNN to model the routing demand.

The above methods exploit vision models based on geo-
metric features or graph models based on connections to im-
prove congestion prediction. Nevertheless, several common
problems exist in previous methods. First, the multimodal
fusion of layout and netlist features has not been extensively
explored. Existing models cannot effectively aggregate the
information given by cell locations and net connectivity.
Second, most methods can only utilize local information,
ignoring long-range routing demand. Precisely, as illustrated
in Fig. 1(a), vision-based models predict congestion by
extracting local features with convolutional layers, which
lacks a global view of the routing demand. Regarding graph-
based methods, the well-known over-smoothing problem of
GNN [33] limits the collection of long-range information.
Third, existing GNN models overlook the routing demand
arising from the overlaps of nets, which is a crucial factor
contributing to routing congestion. As shown in Fig. 1(b),
even though the long-range connections can be established
according to the netlist, the cell-to-cell or cell-to-net links
in existing approaches cannot directly model the physical
routing demand in GNNs. These limitations call for a novel
multimodal congestion prediction model to tackle them.

To conquer the weaknesses of existing models, we not only
consider feature pyramids to extract multi-scale information
but also design a heterogeneous message-passing paradigm
to directly model the routing demand. The proposed model
Lay-Net can graft netlist-based knowledge on layout-based
model to achieve better congestion prediction performance.
Lay-Net combines the strengths of vision-based and graph-
based networks while overcoming the limitations of existing
models. Fig. 1(c) illustrates the basic principles of Lay-Net. It
utilizes multi-scale features to effectively capture both local
and global information. The routing demand is explicitly
represented by the net-to-net message-passing mechanism. In
summary, the major contributions of this paper are as follows:

• We propose a multimodal congestion prediction model
that can exploit the geometric features from post-
placement layout and the connection information from
circuit netlists. The novel network architecture boosts
the performance by gathering diverse information that
can indicate routing congestion.

• To address the limitation of local information aggrega-
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Fig. 1 Comparison between existing methods and Lay-Net. (a) Models based on convolutional layers suffer from the lack
of a global view. (b) Lattice graph models can only aggregate local information from neighbors due to the over-smoothing
problem. The cell-to-net message passing does not directly model the routing demand. (c) Lay-Net enables global information
aggregation by utilizing hierarchical feature maps and explicitly models the routing demand via net-to-net message passing.

tion in existing methods, Lay-Net employs hierarchical
feature maps in its vision-based components and enables
multi-scale message passing in its graph-based compo-
nents, enabling it to capture long-range relationships.

• Lay-Net integrates a heterogeneous graph neural net-
work structure that enables cell-to-cell, cell-to-net, and
net-to-net message passing. Cell-to-cell and cell-to-net
connections can reflect the logical relationships between
the circuit components. Net-to-net connections can im-
ply the physical relationships between the nets, which
explicitly models the routing demand.

• Extensive experiments verify the effectiveness of the
novel Lay-Net, which outperforms the existing conges-
tion prediction models.

The rest of our article is organized as follows. Section II
introduces the preliminaries. Section III shows the details of
the proposed method. Section IV presents various experimen-
tal results that can prove the effectiveness of Lay-Net. The
conclusion is shown in Section V.

II. PRELIMINARIES

A. Congestion Modeling for Placement
In a placement algorithm, we commonly represent the

circuit with a netlist hypergraph, G =< V,E >. V is the
set of circuit cells, including standard cells and macros. The
set E contains the hyperedges that represent the nets in the
circuits. Each net e ∈ E connects multiple pins, each of which
belongs to a cell in V. The global placement (GP) process
adjusts the cell locations to optimize the objectives.

In [23], [27], congestion prediction models are integrated
into GP by adding a congestion penalty term into the place-
ment objective function. The objective function becomes:

min
x,y

∑

e∈E

We(x,y) + λD(x,y) + ηL(x,y), (1)

where We(x,y) is the wirelength of net e, λ is the density
penalty weight, D(x,y) is the density penalty function, η
is the congestion penalty weight, and L(x,y) is the routing
congestion penalty obtained from the congestion prediction
model. The integration of prediction models not only shows
the practical application of deep learning in placement but
also highlights the importance of congestion modeling.

B. Placement Features for Congestion Prediction

In existing congestion prediction methods, RUDY-based
features are usually adopted to model the routing de-
mand [22], [26], [27], [31]. Macro-based features are utilized
to distinguish macros from standard cells [22], [23], [27].
RUDY, PinRUDY, and MacroRegion are three representative
features [23]. To calculate RUDY, we first get the bounding
box of each net, which is formulated by:
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where pe denotes a pin in the net e, whose location is
(xpe , ype). Next, the RUDY for net e in the region x ∈
[xl

e, x
h
e ], y ∈ [yle, y

h
e ] is defined as:
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e

+
1
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). (3)

We have RUDYe(x,y) = 0 outside the region [xl
e, x

h
e ] ×

[yle, y
h
e ]. Finally, RUDY can be defined as,

RUDY(x,y) =
∑

e∈E

RUDYe(x,y). (4)

In practice, the RUDY map is divided into M×N grid cells.
The RUDY of a grid cell bk,l is calculated by summing up
the RUDY values of the nets that cover it.

PinRUDY is the pin density map inspired by RUDY. To
compute the PinRUDY, we need to split the layout into a
M × N grid and estimate the pin density of each grid cell
bk,l. The PinRUDY of a pin is calculated with,

PinRUDYpe
(k, l) = (

1

xh
e − xl

e

+
1

yhe − yle
), (xpe

, ype
) ∈ bk,l.

(5)
Finally, the PinRUDY of the grid cell bk,l is defined as,

PinRUDY(k, l) =
∑

pe∈bk,l

PinRUDYpe
(k, l). (6)

MacroRegion indicates whether a region is covered by
a macro cell or not. For a grid cell bk,l, the MacroRegion
feature is defined as,

MacroRegion(k, l) =

{
1, if bk,l is in a macro cell,
0, otherwise.

(7)



Fig. 2 Multi-scale features from the Swin Transformer back-
bone. Patch merging mechanism and Swin Transformer block
are utilized to get the feature map at a lower scale.

III. METHOD

The proposed model Lay-Net learns a mapping from
the layout-netlist information to the congestion heatmap.
It achieves better congestion prediction performance by
grafting netlist-based knowledge on a layout-based model.
To exploit the layout-based information, Lay-Net maintains
multi-scale feature maps so that both short-range and long-
range relationships can be utilized. To incorporate netlist-
based knowledge, Lay-Net carries out message passing (MP)
on the multi-scale feature maps based on heterogeneous
GNN models. In this section, we first show the problem
formulation of our congestion prediction method, and then
describe the details about the multi-scale feature extraction,
heterogeneous message passing, neural network architecture,
and input features.

A. Problem Formulation

In congestion prediction, we usually divide the circuit
layout into M×N grid cells. Each grid cell is analogized to a
pixel in an image X ∈ RC×M×N that contains C placement
features, such as RUDY, PinRUDY, and MacroRegion. The
routing overflow Y ∈ R2×M×N of the grid cells can be given
by a router. The two channels correspond to the horizontal
and vertical routing overflow. Thus, image-to-image transla-
tion models like FCN and GAN can be employed to learn a
mapping fI : RC×M×N 7→ R2×M×N that minimizes:

LI(X,Y ) =
1

NM
∥fI(X)− Y ∥22. (8)

Image-to-image translation models focus on geometric
information of the placement results. However, since con-
gestion is induced by excessive routing demand, incor-
porating connection information into the neural networks
is conducive. To model the relationships between grid
cells and nets, we design a heterogeneous graph GH =<
VC ,VN ,ECC ,ECN ,ENN >. Each vertex vC ∈ VC repre-
sents a grid cell Xi,j ∈ X . Similarly, a vertex vN ∈ VN

corresponds to a net in the netlist. ECC , ECN , and ENN stand
for cell-to-cell, cell-to-net, and net-to-net connections, re-
spectively. Section III-C discusses the connections in details.
In this paper, we design a multimodal model that involves
netlist and layout information to learn a function fH(GH ,X)
that minimizes:

LH(GH ,X,Y ) =
1

NM
∥fH(GH ,X)− Y ∥22. (9)
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Fig. 3 Illustration of (a) multi-head self-attention layer; (b)
self-attention in non-overlapped windows; (c) self-attention
in shifted windows. Different opacities indicate that different
levels of attention are paid to the patches.

B. Multi-scale Feature Extraction

As shown in Fig. 2, Lay-Net extracts multi-scale features
via four stages, which are based on Vision Transformer
(ViT) [34] and Swin Transformer [35]. ViT splits an im-
age into fixed-size patches, each of which is regarded as
a token in sequential data. The multi-head self-attention
mechanism [36] enables ViT to learn the relationships be-
tween different parts of the input and output data, regardless
of their distance or position. Thus, it can capture global
information in the early stages of the model and achieve
better accuracy than previous convolutional neural networks
(CNN). As illustrated by Fig. 3(a), a multi-head self-attention
layer involves the query (Q), key (K), and value (V), which
are obtained by linear transformations of the layer’s input.
After that, Q, K, and V are further projected to multiple
heads via linear transformations. Each head is processed by
the attention mechanism, which can be formulated by:

Attention(Qi,Ki,Vi) = Softmax
(
QiK

⊤
i√

dk
Vi

)
, (10)

where dk is a normalization factor to avoid abnormal gradi-
ents. The heads are finally concatenated and linearly trans-
formed as the output.

Swin Transformer models an image in various scales
with patch merging and utilizes local features with self-
attention in shifted windows. These advantages help Swin
Transformer to outperform the vanilla ViT. Thus, Lay-Net
is designed based on Swin Transformer. As illustrated in
Fig. 2, Swin Transformer uses four stages to get the multi-
scale features. The features at the first stage are obtained
by splitting the input into non-overlapping patches, each of
which typically has a size of 4×4. A linear embedding layer
is applied to these raw-valued features to project them to
a specified dimension. Patch merging mechanism and Swin
Transformer block are used to downscale the features. A
patch merging layer concatenates the features of each group
of 2 × 2 neighboring patches and applies a linear layer on
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Fig. 4 Illustration of the novel heterogeneous message-passing mechanism. (a) The original grid cells and nets. (b) Cell-to-cell
edges, each of which connects a pair of vertices linked by a net. (c) Cell-to-net edges between the nets and the grid cells that
they connect. (d) Net-to-net edges, constructed according to the overlaps between net bounding boxes.
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Fig. 5 Detailed structures of (a) Swin Transformer block and
(b) heterogeneous GNN block.

the concatenated features. As shown in Fig. 5(a), a Swin
Transformer block contains the following layers:

• Multi-head self-attention in non-overlapped windows
(W-MSA). As illustrated in Fig. 3(b), the feature patches
are grouped by windows. A multi-head self-attention
layer is applied within each window.

• Multi-layer linear perceptrons (MLP), consisting of two
fully-connected layers.

• Multi-head self-attention in shifted windows (SW-
MSA). As shown in Fig. 3(c), W-MSA uses a regular
window partitioning strategy that starts from the top-
left, while SW-MSA displaces the windows by half of
the window size.

• Multi-layer linear perceptrons (MLP).

C. Heterogeneous Message Passing

Graph neural networks (GNN) process graph data via mes-
sage passing, which iteratively updates the features of vertices
or edges by exchanging information with their neighbors.
Designing a heterogeneous message-passing mechanism is
the key point for handling heterogeneous graphs in GNN. As
discussed in Section III-A, we design a heterogeneous graph
GH =< VC ,VN ,ECC ,ECN ,ENN > to represent the netlist
knowledge. The vertex sets VC and VN correspond to the
grid cells and nets, respectively. ECC contains the edges that
connect the grid cells according to the netlist. The edges in

ECN indicate the relationships between grid cells and nets.
ENN is designed to reflect the interplay between different
nets. In this section, we describe how to model the routing
demand with the edge sets and the heterogeneous message-
passing paradigm.

Cell-to-cell Connections. Each vertex in VC represents a
grid cell on the layout, which may correspond to one or
multiple cells in the netlist. Fig. 4(a) and Fig. 4(b) illustrate
the construction of ECC . For vertices vC,i, vC,j ∈ VC , if a
cell in vC,i and a cell in vC,j are connected by a net, we add
an edge (vC,i, vC,j) to ECC . As a result, ECC can reflect the
logical connections between grid cells. The message passing
according to ECC can exchange the routing demand between
grid cells, which is helpful for congestion prediction.

Cell-to-net Connections. If a net vN,k ∈ VN con-
nects grid cells vC,1, vC,2, . . . vC,l ∈ VC , we add the
edges (vC,1, vN,k), (vC,2, vN,k), . . . , (vC,l, vN,k) to ECN . As
shown in Fig. 4(c), these edges indicate the relationships
between grid cells and nets. More importantly, ECN bridges
the gap between cell-to-cell and net-to-net message passing,
fusing logical and physical information.

Net-to-net Connections. As presented in Fig. 4(d), if the
bounding boxes of two nets vN,i, vN,j ∈ VN are overlapped,
we add an edge (vN,i, vN,j) to ENN . Placement algorithms
commonly optimize the half perimeter wire lengths (HPWL)
of nets. This objective implies an assumption that most
routing demand of a net lies within its bounding box. There-
fore, the overlaps between bounding boxes can indicate the
conflicting routing demand from different nets. The net-to-
net connections directly model the physical routing demand,
distinguishing Lay-Net from existing GNN-based methods
that only utilize the logical connections from netlists.

Given the multi-scale features from the layout-based back-
bone network, we apply a GNN block at each scale to embed
the netlist knowledge into the feature maps. We construct a
heterogeneous graph G

(i)
H =< V

(i)
C ,V

(i)
N ,E

(i)
CC ,E

(i)
CN ,E

(i)
NN >

for the ith scale, where a grid cell corresponds to an element
on the feature map. The cell-to-cell, cell-to-net, and net-to-net
connections can guide the heterogeneous message passing.

Messasge Passing Paradigm. For a grid cell v ∈ V
(i)
C , whose
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Fig. 6 Overview of Lay-Net, which consists of 4 stages. At each stage, the patch merging layer and Swin Transformer block
extract features from the output of the previous stage. The heterogeneous GNN layer conducts message passing on the output
of the Swin Transformer block.
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Fig. 7 UPerNet-based decoder, which employs upscaling
functions and residual connections to combine the multi-
scale features. The quadrangles represent convolutional layers
for extracting local features. Pyramid pooling module (PPM)
enables the utilization of global contextual information.

feature is h
(i)
v , we first transform it with MLP:

h(i)′
v = fMLP

C1 (h(i)
v ). (11)

After that, we apply a heterogeneous graph convolution
operation, which can be formulated as:

h(i)′′
v =

∑

u∈NCC(v)

WCC

cuv
h(i)′
u +

∑

u∈NCN (v)

WCN

cuv
h(i)′
u ,

(12)

where NCC(v) and NCN (v) denote the neighbors of vertex
v in cell-to-cell and cell-to-net connections, respectively.
The weight matrices WCC and WCN are designed for
these two types of connections. The normalization factor
cuv is calculated according to the vertex degrees, i.e. cuv =√
|N(u)||N(v)|. Finally, we obtain the output features of the

current scale with the residual MLP defined as:

h(i)′′′
v = h(i)

v + fMLP
C2 (h(i)′′

v ). (13)

Note that we omit the ReLU activation functions in these
formulas for simplicity. We employ 3-layer MLPs in het-
erogeneous message passing with the same hidden layer

dimension as the preceding Swin Transformer block. The
overall structure of a heterogeneous GNN block can be
summarized in Fig. 5(b).

Similarly, the heterogeneous message-passing paradigm
for a net v ∈ V

(i)
N can be formulated by:

h(i)′
v = fMLP

N1 (h(i)
v ), (14)

h(i)′′
v =

∑

u∈NCN (v)

WNC

cuv
h(i)′
u +

∑

u∈NNN (v)

euvWNN

cuv
h(i)′
u ,

(15)

h(i)′′′
v = h(i)

v + fMLP
N2 (h(i)′′

v ), (16)

where WNC and WNN denote the weight matrices for
cell-to-net and net-to-net connections, respectively. NNN (v)
contains the neighbors of vertex v in net-to-net connections.
The weight euv models the routing conflict between nets u
and v, which is computed according to the overlapping area
between their bounding boxes.

D. Network Architecture

Fig. 6 presents the network architecture of Lay-Net, which
consists of four stages. We input the layout features and
netlist information into the network. At the first stage, a patch
embedding layer partitions the layout features into 4 × 4
patches and applies a linear transformation to each patch.
The Swin Transformer block extracts meaningful information
from the patches. After that, the transformed layout features
are fed to the heterogeneous GNN block, which carries out
message passing on the graph G

(1)
H . At each following stage,

a patch merging layer concatenates the features of each group
of 2 × 2 neighboring patches. The downscaled features are
processed by the Swin Transformer and heterogeneous GNN
blocks. Note that G

(i)
H is used in the heterogeneous GNN

block at the ith stage. Combining feature pyramids [39] with
convolutional neural networks, we employ UPerNet [40] as
a decoder to aggregate the multi-scale features and predict
the congestion heatmap. As shown in Fig. 7, the UPerNet-
based decoder employs upscaling functions and residual
connections to combine the features from different stages.
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Fig. 8 Illustration of the horizontal/vertical Macro-
Margin. For a grid cell, MacroMargin measures the
distance between its neighboring macros. If a grid
cell has no neighboring macro, we use the layout
boundary to calculate the distance.
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Fig. 9 Illustration of MacroMargin. (a) shows the horizontal MacroMar-
gin of the mgc_des_perf_a testcase. (b) is the horizontal congestion
heatmap. (c) compares the average cosine similarities between the
features and the congestion heatmap on our dataset.

TABLE I Comparison Between Prediction Methods

Characteristic RUDY-Aware∗ Macro-Aware Routing-Free Global Info. Cell-to-cell Cell-to-net Net-to-net Multi-scale Graphs

RouteNet [22] ! ! % % % % % %

GAN [24] ! ! ! % % % % %

NAS [26] ! ! ! % % % % %

Cross-Graph [29] % % ! % ! % % %

LHNN [31] ! % ! % ! ! % %

PGNN [32] ! % ! % ! % % %

CircuitGNN [30] ! % ! % ! ! % %

Lay-Net ! ! ! ! ! ! ! !

∗: Any network that is aware of routability features are considered as RUDY-Aware.

TABLE II Comparison Between Multimodal Fusion Methods

Fusion Scheme Characteristics

PGNN [32] Pin-based GNN inside grid cells Accurate local modeling, but complex and in lack of global information
LHNN [31], CircuitGNN [30] Cell-to-cell MP between grid cells Simple and computationally efficient, but with little global information

TimingPred [37] Path-finding on grid cells Precise tracking of signal transmission, less useful for congestion modeling
HybridNet [38] Topological + geometric GNNs Little information exchange between modalities

Lay-Net GNN on multi-scale layout features Full interaction between modalities, aware of global&local routing demand

Pyramid pooling module (PPM) [41] is utilized to capture
global contextual information, while convolutional layers are
used to extract local features.

E. Input Features

Lay-Net utilizes the following layout features:

1) RUDY, defined by Equation (4).
2) PinRUDY, defined by Equation (6).
3) MacroRegion, defined by Equation (7).
4) Horizontal/vertical MacroMargin. As shown in Fig. 8,

it measures the distance between the margins of two
adjacent macros. For a grid cell with no adjacent macro,
we use the layout boundary to calculate the distance.

As a result, the input tensor of Lay-Net is 5 × M × N .
Note that MacroMargin is the novel feature proposed in this
paper. Fig. 9(a) and Fig. 9(b) visualize the MacroMargin
and congestion heatmap of the mgc_des_perf_a testcase.
It can be seen that congestion usually occurs in the region
with high MacroMargin values. Fig. 9(c) illustrates how well
the features match the congestion heatmap by measuring
their average cosine similarities on our dataset. Among the

features, MacroMargin has the highest cosine similarity with
the ground truth.

In the heterogeneous GNN block, each vertex vC ∈ V
(i)
C

utilizes the features of the corresponding grid cell output by
the Swin Transformer block. For vN ∈ V

(i)
N , we use the

horizontal span, vertical span, and area of a net as the features
of the corresponding vertex.

F. Comparison with Previous Models

TABLE I presents the difference between Lay-Net and
existing models for routability prediction, including con-
gestion prediction, design rule violation (DRV) prediction,
etc. Most methods are RUDY-aware since routability-based
features are essential for congestion prediction. Macro-aware
feature is important because we observe that congestion
frequently appears around macros. Routing-free is also a
common feature, which means that a method does not rely on
the time-consuming trial global routing process. The multi-
scale features enable Lay-Net to aggregate global information
without losing local details, distinguishing it from existing
methods. Combining cell-to-cell, cell-to-net, and net-to-net
message passing, Lay-Net models the routing demand logi-
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Fig. 11 Visualization of congestion prediction results. RouteNet
incorrectly identifies some non-congested areas as congested.

cally and physically, which is one of Lay-Net’s advantages.
Moreover, the multi-scale heterogeneous GNNs can combine
local and global information without over-smoothing. These
advancements can boost the performance of Lay-Net.

The combination of layout features and netlist information
serves as the multimodal fusion mechanism in congestion
prediction. In related fields such as congestion prediction,
DRV prediction, and timing prediction, there exist several
ways to combine multimodal features. TABLE II compares
different multimodal fusion schemes. Multi-scale heteroge-
neous message passing enables Lay-Net to capture both local
and global routing demand. The alternation of layout-based
and netlist-based blocks in Lay-Net achieves a full interaction
between the modalities. These characteristics make Lay-Net
more suitable for congestion prediction.

IV. EXPERIMENTS

A. Experiment Settings
We implement Lay-Net with DGL [42] and Pytorch. The

hardware platform is equipped with Intel Gold 6326 CPU and
RTX 3090 GPU. We conduct the experiments on ISPD 2015
benchmark [43]. For each design, we generate 600 place-
ment solutions using Cadence Innovus v17.1 with different
parameters. To enrich the training set, we allow Innovus to
adjust the macro locations. The congestion ground truths are
generated based on the global routing solutions from Innovus.

For the training and test data, we employ a challenging
setting. We randomly divide the 20 designs in the dataset into
10 designs as part-A and 10 designs as part-B. To evaluate
the performance of our model, we conduct two experiments:
exp-AB and exp-BA. In exp-AB, the training and test sets
are part-A and part-B, respectively. Conversely, in exp-BA,
we use part-B for training and part-A for testing.

B. Comparison with Previous Methods
To compare previous methods with our Lay-Net on con-

gestion prediction, we employ the commonly used metrics,
SSIM and NRMS [27], [44]. Structural similarity (SSIM)
measures the similarity between two images, which is defined
as:

SSIM(Y ,Y ) =
(2µY µY + C1)(2σY ,Y + C2)

(µ2
Y + µ2

Y
+ C1)(σ2

Y + σ2
Y

+ C2)
. (17)

Given the ground truth Y and predicted congestion Y , µY

and µY are their mean values, σ2
Y and σ2

Y
are their variances.

The correlation coefficient between the ground truth and
predicted result is σY ,Y . C1 and C2 are two constants that
stabilize the division with a weak denominator.

Normalized root mean square error (NRMS) measures the
quality of the predicted image, which can be defined as:

NRMS(Y ,Y ) =
∥Y − Y ∥2

(Ymax − Ymin)
√
NY

, (18)

where NY is a number of grid cells. Ymax and Ymin are the
maximum and minimum values of Y , respectively.

Note that a larger SSIM is better, while a smaller NRMS
is preferred. To get a unified metric, we score the models by:

Score(Y ,Y ) =
SSIM(Y ,Y )

NRMS(Y ,Y )
. (19)

In TABLE III, we compare RouteNet [22], GAN [24],
LHNN [31], and our model Lay-Net on congestion predic-
tion. According to Section IV-A, we randomly divide the
testcases into part-A and part-B. For a testcase in part-
A, we show the results of the models trained on part-B,
and vice versa. Lay-Net outperforms the models in terms
of average SSIM, NRMS, and score. Lay-Net and LHNN,
which incorporate netlist-based knowledge, achieve higher
SSIM than the rest of the models. However, LHNN lags
behind Lay-Net in NRMS by a large margin. This indicates
that the multi-scale features and net-to-net connections in
Lay-Net contribute to the improvement in NRMS. Compared
to LHNN, Lay-Net improves the SSIM, NRMS, and score
by 1.0%, 27.5%, and 38.9%, respectively. As shown in
Fig. 10, Lay-Net achieves faster convergence than other
models, due to the easy propagation of gradients to the
earlier stages. Fig. 11 presents the examples of congestion
prediction results. Although both RouteNet and Lay-Net can
roughly estimate the congested regions, RouteNet incorrectly
identifies some non-congested areas as congested, resulting
in lower performance than Lay-Net.



TABLE III Comparison Between Lay-Net and Previous Methods on ISPD 2015 Benchmark

Benchmark #Cells #Nets Part RouteNet [22] GAN [24] LHNN [31] Lay-Net
SSIM NRMS Score SSIM NRMS Score SSIM NRMS Score SSIM NRMS Score

des perf 1 113k 113k B 0.364 0.087 4.183 0.442 0.076 5.815 0.716 0.100 7.159 0.721 0.068 10.60
des perf a 109k 110k A 0.499 0.072 6.930 0.542 0.081 6.691 0.789 0.079 9.987 0.778 0.061 12.75
des perf b 113k 113k A 0.499 0.069 7.231 0.531 0.085 6.247 0.863 0.064 13.48 0.851 0.053 16.05
edit dist a 130k 131k A 0.464 0.091 5.098 0.491 0.109 4.504 0.777 0.089 8.730 0.772 0.068 11.35

fft 1 35k 33k A 0.432 0.087 4.965 0.482 0.102 4.725 0.753 0.079 9.531 0.755 0.060 12.58
fft 2 35k 33k A 0.465 0.083 5.602 0.494 0.100 4.939 0.775 0.085 9.117 0.771 0.063 12.23
fft a 34k 32k A 0.470 0.105 4.476 0.489 0.114 4.289 0.651 0.113 5.761 0.826 0.094 8.787
fft b 34k 32k B 0.337 0.096 3.510 0.494 0.085 5.811 0.814 0.074 11.00 0.801 0.059 13.57

matrix mult 1 160k 159k B 0.325 0.091 3.571 0.383 0.088 4.352 0.526 0.112 4.696 0.530 0.092 5.760
matrix mult 2 160k 159k B 0.375 0.083 4.518 0.435 0.077 5.649 0.669 0.105 6.371 0.676 0.070 9.657
matrix mult a 154k 154k B 0.391 0.089 4.393 0.451 0.085 5.305 0.599 0.092 6.510 0.603 0.088 6.852
matrix mult b 151k 152k B 0.422 0.092 4.586 0.493 0.081 6.086 0.708 0.173 4.092 0.715 0.070 10.21
matrix mult c 151k 152k B 0.366 0.090 4.066 0.443 0.081 5.469 0.660 0.112 5.892 0.664 0.079 8.405
pci bridge32 a 30k 30k B 0.301 0.102 2.950 0.356 0.095 3.747 0.675 0.115 5.869 0.530 0.092 5.760
pci bridge32 b 29k 29k A 0.425 0.093 4.569 0.471 0.102 4.617 0.730 0.101 7.227 0.734 0.077 9.532
superblue11 a 954k 936k B 0.445 0.074 6.013 0.521 0.070 7.442 0.675 0.115 5.869 0.740 0.066 11.21
superblue12 1.3m 1.3m B 0.323 0.111 2.909 0.392 0.096 4.083 0.638 0.093 6.860 0.641 0.084 7.630
superblue14 634k 620k A 0.476 0.083 5.734 0.498 0.099 5.030 0.793 0.083 9.554 0.783 0.063 12.42

superblue16 a 698k 697k A 0.385 0.095 4.052 0.458 0.084 5.452 0.653 0.108 6.046 0.661 0.068 9.720
superblue19 522k 512k A 0.454 0.116 3.913 0.488 0.105 4.647 0.800 0.078 10.25 0.783 0.064 12.23

Average - - - 0.411 0.090 4.566 0.468 0.091 5.142 0.713 0.099 7.202 0.717 0.072 9.958
Ratio - - - 0.57 1.25 0.46 0.65 1.26 0.52 0.99 1.38 0.72 1.00 1.00 1.00
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Fig. 12 Comparison between different schemes by (a) SSIM, (b) NRMS, (c) score, and (d) runtime per sample. ViT with a
single-scale feature has the worst performance. Swin improves the results with the multi-scale modeling ability. Swin+HGNN
incorporates the netlist features to achieve better performance. The heterogeneous GNN block brings significant improvement
with some runtime overhead. Swin+HGNN+MM can surpass other models in terms of SSIM and score.

C. Ablation Study

In this section, ablation studies are conducted to demon-
strate the effectiveness of the proposed techniques. We com-
pare the following schemes:

1) ViT: It uses single-scale layout features based on RUDY,
PinRUDY, and MacroRegion.

2) Swin: It can utilize multi-scale layout features from
Swin Transformer.

3) Swin+HGNN: It applies the proposed heterogeneous
message-passing mechanism to each stage of Swin
Transformer, utilizing the netlist information.

4) Swin+HGNN+MM: In addition to Swin+HGNN, it adds
horizontal/vertical MacroMargin to the input features.
This scheme is the final implementation of Lay-Net.

The schemes are compared by SSIM, NRMS, score, and
runtime per sample in Fig. 12. As shown in Fig. 12(a),
Fig. 12(b), and Fig. 12(c), the most significant improvement
is brought by the netlist information, which underscores
the value of multimodal fusion. The utilization of multi-

scale features also contributes to the superiority of Lay-Net.
Swin+HGNN+MM further enhances the performance with
the proposed MacroMargin feature. According to Fig. 12(d),
the runtime of Swin+HGNN+MM is not much larger than
the baselines. To conclude, the ablation study validates the
benefits of using multi-scale features, netlist information,
and horizontal/vertical MacroMargin, which highlights the
improvements achieved by Lay-Net.

V. CONCLUSION

In this paper, we propose Lay-Net, a multimodal neural
network for congestion prediction that aggregates both layout
and netlist information. The utilization of multi-scale features
and the novel heterogeneous message-passing mechanism
enable Lay-Net to achieve up to 38.9% improvement over
existing methods. The effectiveness of the proposed tech-
niques is further demonstrated by the ablation studies. The
superiority of Lay-Net highlights the importance of layout-
netlist information fusion and multi-scale feature extraction
in congestion prediction.
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