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Abstract—The 55th Design Automation Conference (DAC) held its first System Design Contest (SDC) in 2018. SDC’18 features a

lower power object detection challenge (LPODC) on designing and implementing novel algorithms based object detection in images

taken from unmanned aerial vehicles (UAV). The dataset includes 95 categories and 150k images, and the hardware platforms include

Nvidia’s TX2 and Xilinx’s PYNQ Z1. DAC-SDC’18 attracted more than 110 entries from 12 countries. This paper presents in detail the

dataset and evaluation procedure. It further discusses the methods developed by some of the entries as well as representative results.

The paper concludes with directions for future improvements.
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1 INTRODUCTION

THE 55th Design Automation Conference (DAC) held its
first SystemDesign Contest (SDC) in 2018 which features

a lower power object detection challenge (LPODC) on design-
ing and implementing novel algorithms based object detec-
tion in images taken from unmanned aerial vehicles (UAV).
This challenge provides a unified platform to develop and
compare state-of-the-art object detection algorithms, and dis-
cusses the lessons learned from these participated entries.

The LPODC at DAC-SDC’18 focuses on unmanned aerial
vehicles applications as such applications have stringent
accuracy, real-time, and energy requirements [29]. Specifi-
cally, first, the LPODC task is to detect a single object of inter-
est, one of the most important tasks in UAV applications [25].
Second, different from general computer visual challenges,
such as ImageNet [22] and PASCAL VOC dataset [9], which
focused only on accuracy, LPODC evaluates the final perfor-
mance based on a combination of throughput, power, and
detection accuracy. Thus, LPODC takes into full consideration
the features of UAV applications: real-time processing,
energy-constrained embedded platform, and detection accu-
racy. Third, the images of the dataset are all captured from

actual UAVs which reflect the real circumstances and prob-
lems of UAV applications. Fourth, LPODC provides two
hardware platforms: embedded GPU (Jetson TX2 from Nvi-
dia [5]) and FPGA SoC (PYNQ Z-1 board from Xilinx [7]) to
all the participating teams to choose from for their implemen-
tations. Note that GPUs and FPGAs are widely adopted for
energy-efficient processing onUAVs [8].

The publically released dataset contains a large quantity
of manually annotated training images, while the testing
dataset is withheld for the evaluation purpose. There are a
total of 150k images provided by a UAV company DJI [4].
Participating teams trained their models/algorithms with
the training dataset, and sent the trained models/algorithms
to the organizers to get the final testing results including
throughput, energy, and detection accuracy. Such evaluation
was performed at the end of each month and the detailed
rank was released then. The final rank was released at the
end of the competition and the top-3 entries from both GPU
and FPGA categories were invited to present their work at a
technical session at DAC.

This paper describes the LPODC in detail including: the
task, the evaluation method and the dataset. Furthermore, a
comprehensive discussion of the methods and results of the
top-3 entries frombothGPUand FPGAcategories is presented
to provide insights and rich lessons for future development of
object detection algorithms especially for UAV applications.
Particularly, we will elaborate hardware-software co-design
for efficient processing on embedded platforms.

The training dataset, the source codes of the top-3 entries
of both GPU and FPGA categories, and additional informa-
tion about this challenge can be found at www.github.com/
xyzxinyizhang/2018-DAC-System-Design-Contest.

1.1 Related Work

In this section we briefly discuss the related work about ben-
chmark image datasets for object detection. As segmentation
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datasets can also be used for object detection, some widely-
used segmentation datasets are also included.

Most of the datasets for object detection contain common
photographs. LabelMe [23] has 187k images each of which
contains multiple objects annotated with bounding polygon.
It also provides a web-based online annotation tool for easy
contribution by the public. Like LabelMe, PASCAL VOC
dataset [9] further increases the number of images to 500k.
ImageNet [22] is one of the most popular datasets in com-
puter vision community, and it contains more than 14 mil-
lion images. It was primarily for classification in 2010 and
extended to support object detection and scene recognition
in 2013. Compared with ImageNet, SUN database [28]
mainly focuses on scene recognition and contains about
131k images. Microsoft Common Objects in Context
(COCO) [18] contains complex everyday scenes of common
objects in their natural context and has 2.5 million images.
Open Images [6] contains more than 9 million real-life
images within 6,000 categories which is much larger than
that of ImageNet (about 1,000).

There are also some datasets for specific applications, and
the images are taken from particular views. KITTI vision
benchmark dataset [12] is specific for autonomous driving,
and the images are taken from an autonomous driving plat-
form in a mid-size city. FieldSAFE [16] is for agriculture
application and has approximately 2 hours of raw sensor
data from a tractor-mounted sensor system in a grass mow-
ing scenario. DOTA [27] focuses on aerial applications, and
all the images are captured from cameras on aircrafts.

The dataset in this paper is specific for UAV applications.
The images in the dataset are taken from UAVs which oper-
ates on a much lower height than general aircrafts in
DOTA. The associated environment in the images is also
much more complex than that in DOTA.

The most related work to our challenge is the Low-Power
Image Recognition Challenge (LPIRC) [10], [11], [20], which
considers accuracy, speed, and power consumption for effi-
cient object detection and classification on different plat-
forms. LPIRC adopts a popular dataset ImageNet for
general classification and detection, while LPODC is spe-
cific for UAV applications which is a more realistic scenario
of computer vision on embedded systems. In addition, the
tasks of LPODC and LPIRC are different. In LPIRC, the
detection task is to detect all the related objects in the image,
and usually the number of objects can be more than five.
The task of LPODC, on the other hand, is to detect only one
object in the image which is also specific for UAV scenarios.
Compared with LPIRC, our UAV-specific challenge of one
object detection is even more challenging. Fox example, our
task need to detect the object from many similar objects,
and some object is with very small size (less then 20 pixels)
or within very dim environment. More details of the dataset
is discussed in Section 3. Furthermore, our challenge has
more specific hardware constraint. For example, LPIRC in
2018 has two tracks: a GPU platform and platforms without
hardware and software restrictions, while in other years
LPIRC has no hardware or software restrictions. LPODC
constrains to two specific GPU and FPGA platforms. To
accommodate the differences between the compute capabil-
ities of the two platforms, we have designed different scor-
ing methods for GPU and FPGA platforms, and more

weight is given to accuracy on the GPU platform as it is
more powerful.

1.2 Paper Layout

We have given an overview of the LPODC at DAC’18. The
rest of the paper is organized as follows. In Section 2, the
challenge task and its evaluation method, as well as the pro-
vided two hardware platforms are described. The details of
the dataset and its analysis are given in Section 3. The analy-
sis and discussion of the methods for object detection of
GPU and FPGA entries are presented in Section 4. Section 5
details the results of the GPU and FPGA entries. We con-
clude the paper with some discussions of the challenge and
possible improvements.

2 LPODC TASK AND EVALUATION CRITERIA

In this section, the details of the challenge task are
presented, followed with an introduction of the hardware
platforms and the evaluation method.

2.1 Object Detection

The LPODC task is to perform single object detection in each
image with an axis-aligned bounding box indicating the
object’s position and scale. As the challenge is targeted at
UAV applications, there are several aspects that need to be
emphasized. First, the object detection task is to locate a spe-
cific object from the training dataset, rather than objects from
a training category. For example, if images containing person
A are in the training dataset, then the task is to detect person
A rather than other persons. More details about the detection
objects are discussed in Section 3. Second, the object detec-
tion task needs to be executed with high throughput and
high accuracy which are required by UAV applications. This
requirement is achieved through the weighting of through-
put in the scoring system, discussed in Section 2.3.

2.2 Hardware Platforms

In this challenge, two hardware platforms, either FPGA or
GPU, were provided to the participating teams from the chal-
lenge sponsors Xilinx [7] and Nvidia [5], respectively. Partic-
ularly, the FPGA platform is Xilinx PYNQ Z-1 board which is
an embedded system based platform combining Zynq sys-
tem and Python [15]. Participants are allowed to use Cortex-
A9 processor and ZYNQ XC7Z020-1CLG400C on the plat-
form to realize their solutions to the challenge. The embed-
ded FPGA chip contains 53K 6-input look-up-tables, 220
DSPs, and 630 KB fast block RAM. A 512 MB DDR3 memory
with 16-bit bus at 1,050 Mbps is also embedded on the plat-
form which can be accessed by both the processor and the
FPGA. The power consumption of the FPGA platform is
about 1-4watts.

The GPU platform is Nvidia Jetson TX2, which is an
embedded AI computing device. This GPU is very power-
ful with a 6-core CPU (Dual-core NVIDIA Denver2 +
quad-core ARM Cortex-A57), a 256-core Pascal GPU, and
8 GB LPDDR4 DRAM. It can provide more than 1TFLOPS
of FP16 compute performance in less than 7.5 watts of
power. Note that both hardware platforms target low-
power embedded computation and are suitable for UAV
applications.
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2.3 Evaluation Method

The evaluation for the challenge is based on detection accu-
racy, throughput, and energy consumption. For simplicity,
test images are stored in the on-board memory of the GPU
platform or a Secure Digital (SD) card of the FPGA platform
and fed to the object detection algorithm.

The metric for object detection accuracy is Intersection
over Union (IoU). Suppose there are two bounding boxes
(BB): a predicted BB and the ground-truth BB. Then the
accuracy or IoU of the predicted BB is the ratio between the
area of the union of the predicted BB and the ground-truth
BB and the area of the overlap encompassed by both the
predicted BB and the ground-truth BB, i.e.,

IoU ¼ BBp \BBg

BBp [BBg
; (1)

where BBp and BBg are the areas of the predicted and
ground-truth BBs, respectively. Note that the challenge only
cares the IoU results, but does not care the object categories.

The metric for throughput is frames per second (FPS).
For real-time processing in UAV applications, the minimum
throughput requirement in this challenge was set to 20 FPS
on the GPU platform and 5 FPS on the FPGA platform. If
the FPS is lower than the requirement, then a penalty to IoU
is added, i.e.,

IoUr ¼ IoUm � ðminðFPSm; FPSrÞÞ=FPSr; (2)

where IoUr and IoUm are the actual and measured IoUs,
respectively, and FPSr and FPSm are the required and mea-
sured FPSs, respectively. Themin function outputs the min-
imum one of its inputs.

Energy consumption is the energy consumed in the
whole evaluation. For the GPU platform, the realtime power
consumption is measured using the on-board power moni-
tors [1] and recorded using a bash script. For the FPGA plat-
form, a power meter is used, and power consumption is
sampled with a frequency of 0.01 Hz. Finally the energy
consumption is obtained by multiplying the power con-
sumption with the runtime.

The final score is a combination of accuracy, throughput,
and energy consumption. Suppose there are I registered
entries and the dataset contains K evaluation images. Let
IoUi;k be the IoU score of image k (k � K) for entry i (i � I).
Then the IoU score RIoUi

for entry i is computed as

RIoUi
¼

PK
k¼1 IoUi;k

K
: (3)

Let Ei be the energy consumption of processing all K
images for entry i. Let �EI be the average energy consump-
tion of the I entries. �EI is computed as

�EI ¼
PI

i¼1 Ei

I
: (4)

Then the energy consumption score ESi for entry i is

ESi ¼ maxf0; 1þ 0:2� logx
�EI

Ei
g; (5)

where x is set to 2 and 10 for FPGA category and GPU cate-
gory, respectively. Through profiling, we find that the

energy-performance Pareto frontier of the GPU platform
exhibits much smaller gradient than that of the FPGA plat-
form, reflecting the fact that the FPGA is more resource con-
strained than the GPU and thus its performance is much
more sensitive to energy consumption. As such, we stress
more on the accuracy for the GPU, while more on the
energy for the FPGA. The final total score TSi for entry i is

TSi ¼ RIoUi
� ð1þ ESiÞ: (6)

The factor 0.2 in Equation (5) is set based on the esti-
mated range of energy consumption variation in participat-
ing teams. Through our profiling of the platform, we
anticipate that a team will normally have an energy con-
sumption from 1/4x to 4x the average of all teams for both
GPU and FPGA categories. As such, logx �EI=Ei will take a
range of �2 to 2, and a factor of 0.2 will make ESi in the
range of 0.6 to 1.4. Thus, the final (1+ESi) in Equation (6) is
in the range of 1.6 to 2.4 which is appropriate to act as a
reward factor for energy efficiency. The max function and
the addition of 1 to ESi are for teams with extremely low
performance on energy efficiency. In such condition,
logx �EI=Ei is a large negative number, and the max function
ensures that ESi is not a negative number but zero. Then
the addition of 1 to ESi ¼ 0 further ensures that TSi can still
be graded based on accuracy with no multiplying reward-
ing factor for energy efficiency rather than being frozen to
zero even if very high IoUs are obtained.

3 DATASET

As shown in Fig. 1, the adopted dataset from DJI [4] con-
tains 12 categories of images and 95 sub-categories. For each
sub-category, 70 percent of the images are provided for
training and 30 percent are reserved for evaluation. It
should be highlighted that compared with existing general
purpose datasets such as ImageNet [22] and PASCAL VOC
dataset [9], the object is captured in a UAV view and with
different points of view.

The distributions of the training and testing datasets with
respect to category, object size ratio, image brightness and
amount of information are shown in Figs. 2, 3, 4, and 5. Here,
object size ratio is the ratio of the object size to the image size.
The brightness of a pixel is defined as in Equation (7) [24]
(r, g, b are the three channels of images), where the image
brightness is the average brightness of all its pixels.The
amount of information is the amount of textures or edges in
the area of objects in the image, and it is defined as the aver-
age pixel entropy of the object where the pixel entropy is cal-
culated in amoderate 5� 5 region [26].

brightness ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:241� r2 þ 0:691� g2 þ 0:068� b2

p
: (7)

Fig. 2 shows that the ratio of quantity of training and test-
ing images in different categories are almost the same, which
is manually segmented to achieve a good balance of training
and testing dataset. The categories person, car, and rider con-
tainmuchmore images than others as they containmore sub-
categories than others. It can be noticed that there is also a
good balance between the training dataset and the testing
dataset for different object sizes except for some large object
size ratio as shown in Fig. 3. As the object size ratio increases,
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the image quantity decreases. Note that the average object
size ratio in ILSVRC is 17 percent and in PASCAL VOC is 20
percent. However, in this dataset, most of the images have an
object size of 1-2 percent of the captured images (640 x 360),
which is the main character of UAV-view images. This good
balance still holds for image brightness and amount of

information as shown in Figs. 4 and 5. Both the two distribu-
tions in the two figures have the same shape: most of the
images have a moderate brightness/amount of information,
while many fewer images contain too large or too small
brightness/amount of information, which are like a Gaussian
distribution.

Fig. 1. Overview of the dataset provided by DJI. There are 12 categories, each of which includes several sub-categories as indicated in the bracket,
and there are totally 95 sub-categories. Note that there is only one object in each image.
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4 METHODS FOR OBJECT DETECTION

In this section, the analysis and discussion of the methods
for object detection reported by the representative GPU and
FPGA entries are presented. The details of the top-3 entries
of GPU and FPGA categories are discussed, and statistical
significance analysis is also presented.

4.1 GPU

A total of 24 out of the 53 participating teams successfully
implemented their designs in the GPU category, and all of
them adopted deep learning based approaches. The distri-
bution of used neural network models and deep learning
frameworks are shown in Fig. 6. The popular light-weight
detection framework, Tiny YOLO [21] is the most widely
used model in the challenge, and a majority of the entries
achieve high performance by adding some revision to the
network structure. Darknet is the most popular deep learn-
ing framework as tiny YOLO is originally implemented in
Darknet. The top three entriesICT-CAS,DeepZ, andSDU-Leg-
end all adopted the YOLO model as the base design and
improved it with structure and computation optimization.
Note that the image size is 640 � 360 in the challenge, and
ICT-CAS and SDU-Legend resized it to improve accuracy
and throughput.

ICT-CAS adopted the original tiny YOLO as their net-
work structure as shown in Fig. 7a, and deployed the
Tucker decomposition and hard example mining for accu-
racy enhancement, and low-bits computation for fast proc-
essing. In Tucker decomposition, they tested different
decomposition parameters for optimal precision and
throughput. By extracting the hard examples, re-training
was performed to increase accuracy. In order to speed up
the inferencing stage, they deployed half precision float
point computation to reduce computation complexity and

power consumption. In the TX2 GPU platform, this entry
also adopted TensorRT [2] as the inference optimizer to
speed up the inference.

DeepZ implemented their own network structure as
shown in Fig. 7b. It combined Feature Pyramid Network
[17] to fuse fine-grained features with strong semantic fea-
tures to enhance the ability in detecting small objects. Mean-
while, DeepZ utilized focal loss function to mitigate the
imbalance between the single ground truth box and the can-
didate boxes in the training phase, thereby partially resolv-
ing occlusions and distractions.

SDU-Legend focused on both neural network and archi-
tectural level optimization to achieve better balance
between system performance and detection accuracy. SDU-
Legend chose YOLO v2 as the starting design point, and
performed design space exploration to choose the key train-
ing parameters including anchors, coordinates scale in the
loss function, batch size, and learning rate policy. Moreover,
SDU-Legend reduced YOLO v2 network architecture from
32 layers to 27 layer (as shown in Fig. 7c), and decreased the
downsampling rate to strengthen the performance on small
targets. At the architectural level, SDU-Legend aimed at bal-
ancing the workload between the GPU and the CPU by exe-
cuting the last 2 layers on the CPU. SDU-Legend utilized
the half data type (16-bit float) instead of 32-bit float to
improve the memory throughput and reduce computation
cost with minimum loss in accuracy.

4.2 FPGA

There are a total of seven out of the 61 participating teams
that successfully implemented their designs on the FPGA
platform provided. Among these entries, only entry TGIIF
adopted Verilog hardware description language for com-
pact FPGA implementation, while the rest utilized Xilinx
high-level synthesis for fast FPGA implementation.

Fig. 2. Distributions of the training and testing datasets with respect to
image categories.

Fig. 3. Distributions of the training and testing datasets with respect to
object size ratio.

Fig. 4. Distributions of the training and testing datasets with respect to
image brightness.

Fig. 5. Distributions of the training and testing datasets with respect to
amount of information.
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The top three entries TGIIF, SystemsETHZ, and iSmart2
adopted Convolution Neural Network and used variations
on the general approaches such as Single Shot MultiBox
Detector (SSD) [19], SqueezeNet [14], MobileNet [13], and
Yolo [21]. From the original models, the proposed models
used 1) fewer layers, 2) dynamic precision, 3) pruned topol-
ogy, and 4) layer-shared Intellectual Property (IP). To fur-
ther speed up inferencing, these entries downsized the
images in the ARM processor before FPGA processing. In
order to compensate the limited on-chip BRAM, these
entries utilized the off-chip 512 MB DRAM to store the inter-
mediate data between network layers.

The entry TGIIF proposed an optimized SSD network. It
downsized the SSD network topology by removing the last
two convolutional layers and quantized the network param-
eters to eight-bit fixed point. After modifying the network
depth, it also pruned and fine-tuned the resultant network,
making it with 14.2x less parameters and 10x less opera-
tions. The network topology proposed by TGIIF is shown in
Fig. 8a.

The entry SystemsETHZ proposed a variation of Squeeze-
Net+Yolo networks. It reduced the number of parallel con-
volution operations in fire layer of SqueezeNet [14] to half
and binaried the fire layer, and introduced a deep network
consisting of 18 convolutional layers where the halfFire
layers are binary. The network topology proposed by Sys-
temsETHZ is shown in Fig. 8b. It also adopted dynamic pre-
cision weights among different layers: five-bit fixed point
parameters in all activation layers, eight-bit fixed point

parameters in the first convolutional layer, and binary
weights in all fire layers. With dynamic precision, it reduced
the weight size to 64 KB and the number of multiplication
operations to 154 millions.

The entry iSmart2 proposed a variation on MobileNet
+Yolo networks. It introduced a hardware-friendly net-
work, consisting of multiple depth-wise separable convolu-
tion kernels. In each kernel, it adopted a convolution-Relu-
Convolution-Relu topology. The network topology proposed
by iSmart2 is shown in the Fig. 8c. By calling one depth-
wise separable convolution IP when processing different
layers, the proposed network achieved a relatively low
resource utilization with minimum look-up-table and Flip-
Flop usage.

The entry traix proposed a varied SSD network with six-
teen-bit fixed-point parameters. The entry hwac_object_-
tracker proposed a varied Tiny YOLO network topology
with half-precision floating point parameters. The entry
Lilou proposed a binaried VGG16 network topology with
less pooling layers, thus retaining the inference data flow on
the FPGA. The entry Qiu’s Team proposed a varied PYNQ-
BNN [3], adopting 2-bit precision for all layers’ parameters.

The FPGA resource utilization of all the entries is shown
in Table 1. For entries with sixteen or eight bit-width (TGIIF,
SystemsETHZ, iSmart2, traix, hwac_object_tracker), the DSP
utilization is close to 90 percent. The top entry TGIIF
achieved a 100 percent DSP utilization. For entries with one
or two bit-width (Lilou, Qiu’s Team), the DSP utilization is as
low as 12 percent (LiLou), while the LUT utilization can be
as high as 100 percent (Qiu’s Team).

Fig. 6. Number of entries using (a) neural network models and (b) deep
learning frameworks.

Fig. 7. Neural network structure of the top-3 GPU entries: (a) ICT-CAS,
(b) DeepZ, and (c) SDU-Legend.

Fig. 8. Neural network structure of the top-3 FPGA entries: (a) TGIIF, (b)
SystemETHZ, and (c) iSmart2.

TABLE 1
Resource Utilization of FPGA Entries

Entries LUTs Flip-Flop BRAM DSP

(53K) (106K) (630KB) (220)

TGIIF 83.89% 54.24% 78.93% 100%
SystemsETHZ 88% 62% 77% 78%
iSmart2 63% 22% 95% 86%
traix 90% - 90% 90%
hwac_object_tracker 85.02% 41.51% 42.14% 87.73%
Lilou 75% 38% 98% 12%
Qiu’s Team 100% 61% 96% 23%
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5 RESULTS AND ANALYSIS

In this section, we will discuss and analyze the result with
respect to method, category, object size, image brightness,
and amount of information for both GPU and FPGA entries.
As power and throughput are determined once the method
is chosen, we focus on the detection accuracy in this section.

5.1 Results of GPU Entries

5.1.1 Overall Results

As shown in Fig. 9, the optimal IoU, power and FPS are
0.6975, 4,834 mW, and 58.91 FPS, respectively. Note that all
the top-3 entries (ICT-CAS, DeepZ, SDU-Legend) have high
IoUs and FPS. Only high IoU or FPS is not enough to
achieve a high total score/good ranking. For example, the
entry OSSDC obtains a rather high FPS and a low IoU,
which only ranks the 15th. While another entry Talos-G
achieved a high IoU and a low FPS (lower than 20), which
triggers the penalty as discussed in Equation (2) and only
ranks the 14th.

Actually all the top-8 entries get IoUs higher than 0.60
and throughput higher than 20 FPS. Moreover, their values
are both very close to each other which shows rather fierce
competition among the top entries. Compared with IoUs,
the power has a less influence on the final ranking. The large
variation in power consumption is due to fact that the GPU
platform has several power modes and these entries choose
different modes.

In order to analyze whether results of different entries
are statistically significantly different from each other, sta-
tistical significance analysis is performed. The bootstrap
method is adopted here which is also employed by PAS-
CAL VOC [9] and ImageNet [22]. In each bootstrap round,
M images are sampled with replacement from the available
M testing images and the average IoU for the sampled
images is obtained for one entry. The above process iterates
for each entry until reaching the pre-defined bootstrapping
round. With the results obtained from all the bootstrapping

rounds, the lower and upper a fraction are discarded, and
the range of the remaining results are the 1-2a confidence
interval. We set the number of bootstrapping rounds to
20,000 and a to 0.0005 (99.9 percent confidential interval),
and the final results of the entries are shown in Fig. 10. It
can be observed that almost all the entries are statistically
significantly different from each other, and the difference of
the top-4 entries are also very obvious even with minor
differences.

5.1.2 Detection Results by Category

As shown in Fig. 11a, the category boat is with the highest
detection accuracy as it contains moderate quantity of
images and its object size is relatively larger than other cate-
gories as shown in Fig. 1. The category person, rider, and car
are with a high accuracy as their image quantities are large
which can provide a large variety of the object for training
as shown in Fig. 2. The category drone and paraglider also get
high accuracy (though their image quantities are small)
which is due to the fact that their backgrounds are usually
simple such as the sky and their structures are also very spe-
cial compared with others.

The rest six categories are with relatively lower accuracy
as their image quantities are small as shown in Fig. 2. Fur-
thermore, the category whale has a very low contrast
between the object and the background (the sea) as shown
in Fig. 1. The category building is rather challenging as there
exists many similar objects which results in a very low accu-
racy. The category group gets the lowest accuracy as there
also exists multiple similar objects which makes it very hard
to detect the right one.

5.1.3 Detection Results by Object Size

In Fig. 3 the quantity of images with 1 percent object size ratio
is larger than that of images with 2 percent object size ratio.
However, as shown in Fig. 11b, the accuracy of images with 1
percent object size ratio is much lower than that of images
with 2 percent object size ratio. The main reason is that too
small object ismuch harder to be detectedwith high accuracy.
The accuracy of the images with 2-5 percent object size ratios
is almost the same and relatively higher than others as their

Fig. 9. Overall results of GPU entries. Note that the entries are ranked
from high to low in the horizontal axis. The details of the scores can be
found on the website of the challenge.

Fig. 10. Statistical significance analysis using bootstrapping with
99.9 percent confidence intervals for GPU entries. Note that the entries
are ranked from high to low in the vertical axis.
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corresponding image quantity is large and the object size is
moderate. However, when the object size ratio increases from
6 percent, the accuracy decreases as the corresponding train-
ing image quantity ismuch lower than others.

5.1.4 Detection Results by Image Brightness

As shown in Fig. 11c, there is a almost linear trend between
the accuracy and the image brightness. As the image bright-
ness increases, the accuracy also increases. However, if the
accuracy is directly correlated with the image brightness,
the accuracy with a brightness of about 135 should be the
highest as the image quantity with this brightness is the
largest. Thus, we tend to believe that higher brightness will
make the object more clear to show its features which will
make it relatively easier to be detected with high accuracy.

5.1.5 Detection Results by Amount of Information

As shown in Fig. 11d, images with larger amount of infor-
mation tend to have higher accuracy as larger amount of

information contains more features which are relatively eas-
ier to be detected. The images with amount of information
of 0.35-0.40 get a slightly higher accuracy than that with
amount of information of 0.45-0.50 which may caused by
that these images are with unique characteristics and a
small quantity. We can also notice that the entry ICT-CAS
can get a much higher accuracy for images with amount of
information of 0.35-0.40 than others, and get relatively lower
accuracy for images with amount of information of 0.90
than other top-3 entries.

5.2 Results of FPGA Entries

5.2.1 Overall Results

Fig. 12 summarizes the performance of all FPGA entries.
Entry TGIIF stands out as the most successful method,
obtaining an IoU score of 0.6238 and a throughput of 11.96
FPS. The adopted deep network leads to a high IoU score,
and the network pruning ensures the inference throughput.
Entry SystemsETHZ comes second while it achieves a

Fig. 11. Detection accuracy of GPU entries with respect to (a) category, (b) object size, (c) brightness and (d) amount of information. Note that in (a)
the category is sorted in a ranked order and the left-most one is the one with the highest average total score.
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throughput of 25.97 FPS and an IoU score of 0.4919. Its
dynamic precision architecture and binarized layers acceler-
ate the inference throughput at the expense of IoU loss.
iSmart2 comes third with a throughput of 7.35 FPS and an
IoU score of 0.5733. Its uniform-layer deep network design
gives rise to IP reuse and fine-grained memory allocation,
keeping a good balance between throughput and accuracy.
The top four entries have similar total scores, but each entry
has different accuracy, throughput, and power values. All
four entries except SystemETHZ achieve high IoU, while
SystemETHZ puts more effort on FPS and obtains a much
higher FPS than others. Compared with TGIIF, iSmart2 and
traix achieve lower FPS with lower power.

Many entries achieved IoUs of around 0.5-0.6, such as
entry traix which achieves an IoU of 0.6100 with sixteen-bit
fixed-point network parameters. Despite the success in
accuracy, there is a quite range in inference throughput. As
mentioned in Sections 2.2 and 4.2, the FPGA platform has
630 KB on-chip BRAM, which is not sufficient to retain all
parameters and output feature maps of layers. Thus, a fre-
quent data transfer between DRAM and FPGA are observed
in all designs, and then keeping a proper balance between
accuracy and network size is very important in this chal-
lenge. The standout top-3 entries adopted network pruning,
parameters binarization and IP-reuse to ensure the infer-
ence throughput.

The statistical significance analysis is shown in Fig. 13. It
can be easily noticed that all the entries are statistically sig-
nificantly different from each other, and the difference of
the top-3 entries are even larger and there is also moderate
difference between their accuracies.

5.2.2 Detection Results by Category

Fig. 14a summaries the results obtained according to object
category. The categories are listed in sequence of average
IoU. There is drastic variation among categories and in dif-
ferent entries, in which, boat keeps the most promising aver-
age IoU of 0.5734 and group with an average IoU of 0.2060 is

the most challenging category to be detected. On average
IoU, the most promising categories are boat, person, rider,
and car, while those four categories have moderate quanti-
ties of images and their object sizes are relatively larger
than other categories. Among those four categories, boat
stands out as the most promising category while it contains
5k (the least) training images compared with person which
contains 28k (the most) training images. This is due to the
fact that the background in the boat category is simple (the
sea) and the target is distinct, while the person category con-
tains numerous noise such as trees, grass, and even other
non-objected persons. The rider stands ahead of car while
the car category contains 25k training images and rider con-
tains only 1.6k training images. This is due to the fact that
the rider category is captured from a relatively close view
while car category is captured from a distant view.

For these challenging categories such as whale, truck,
building, and wakeboard, there is an approximately 20 percent
accuracy gap between these categories and the promising cat-
egories for bothmaximum IoU and average IoU. Not only the
low image quantity, but also the complex object features
worsen the detection accuracy. The features of these four chal-
lenging categories can be summarized as follows: the category
whale contains blurry object and background, while catego-
ries truck,wakeboard, and building have tiny objects or similar
objects to the target objects such as the same color and
shadow.

We notice an interesting phenomenon where entry traix
achieves the highest accuracy except the category car but does
not have the highest IoU as shown in Fig. 12. This is due to the
fact that the category car occupies a large part (more than a
quarter) of all the test images as shown in Fig. 2. Though traix
can achieve slightly higher accuracy on all categories except
car than TGIIF, it obtains much lower accuracy (0.44) than
TGIIF (0.65) on the category car. Considering the large num-
ber of test images in the category car, TGIIF finally achieves a
slightly higher overall accuracy than traix.

5.2.3 Detection Results by Object Size, Image

Brightness, and Amount of Information

Considering the object size, image brightness, and amount of
information, the detection results of FPGA entries show the
same trend as that of GPU entries. A moderate object size can
usually achieve the highest detection accuracy as shown in
Fig. 14b. Higher brightness usually leads to higher detection
accuracy as shown in Fig. 14c. In Fig. 14d, we can notice that
larger amount of information tends to achieve higher accuracy.

5.3 Hard Examples and Lessons

The results for GPU and FPGA entries show almost the
same phenomena and trends as they adopted the same

Fig. 12. Overall results of FPGA entries. The details of the scores can be
found on the website of the challenge.

Fig. 13. Statistical significance analysis using bootstrapping with 99.9
confidence intervals for FPGA entries.
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method (deep neural networks), and their hard-to-detect
images are also almost the same. Fig. 15 shows some hard
examples with hard categories, small sizes, low brightness,
and low amount of information for both GPU and FPGA
entries. The most challenge category is group as discussed in
Sections 5.1.2 and 5.2.2. As shown in Figs. 15a and 15b, the
objects in the two images are very small, and there are sev-
eral similar objects around, which makes accurate detection
rather hard. The two images (c) and (d) contain very small
objects (rider in image (c) and truck in image (d)), both of
which are hard to be recognized even by humans. Images
(e) and (f) are two images with very low brightness, and the
objects are very blurry without clear outlines. With the con-
text in image (e), humans can infer that the object is a car.
However, the object in image (f) is very hard for humans to
recognize as the light is too dim. The objects in image (h)
and (i) are with very low average amount of information,
which is also hard to recognize. Image (h) contains a very
small object which is almost invisible and has very limited

information, while image (i) has a object which is large how-
ever with smooth surfaces and unclear boundaries with the
sea. Within all the hard examples, it can be observed that
almost all the images are within very small objects. In fact
small objects are common for UAV applications which is
the major challenge for accurate object detection. Further-
more, similar objects (persons, rider, buildings, boats, cars, etc.)
and special scenarios (wake board, operation at night) add
more difficulties.

With the above hard examples and previous results dis-
cussed, we present the learned lessons as follows. First,
FPGA is much more energy efficient than GPU. Though
FPGA achieves a relatively lower FPS than GPU, it can
achieve almost the same accuracy but with only 1/3-1/2
energy consumption as that of GPU, which is promising for
long-term UAV applications. Second, object detection from
UAV views in real world is complicated. In the challenge,
there are many images that can not be accurately detected
by all the entries. Dividing the task into well-defined sub-

Fig. 15. Hard examples with hard categories, small size, low brightness, and low amount of information in the challenge.

Fig. 14. Detection accuracy of FPGA entries with respect to (a) category, (b) object size, (c) brightness and (d) amount of information. Note that in (a)
the category is sorted in a ranked order and the left-most one is with the highest average total score.
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tasks for specific scenarios may improve the performance.
Third, more data is preferred for more accurate detection.
In the challenge we find that many objects get a low detec-
tion accuracy when their brightness or view-angle changes.
Training images with more diversity (scale, view-angel,
etc.) of the object will further improve the overall accuracy.

6 CONCLUSION

In this paper we present the DAC-SDC low power object
detection challenge for UAV applications. Specifically, we
describe the unique dataset from UAV views, and give a
detailed discussion and analysis of the participating entries
and their adopted methods. We also discuss the details of
methods proposed by the LPODC entries for efficient pro-
cessing for UAV applications. The result analysis provides a
good practical lesson for researchers and engineers to fur-
ther improve energy-efficient object detection in UAV
applications.

ACKNOWLEDGMENTS

The authors would like to thank DJI for providing the data-
set, Xilinx and Nvidia for providing free GPU and FPGA
platforms, and DAC organizers for their support to the
DAC SDC challenge. Xiaowei Xu and Xinyi Zhang contrib-
ute equally to this work.

REFERENCES

[1] [Online]. Available: https://developer.nvidia.com/embedded/
dlc/jetson-tx2-thermal-design-guide. Accessed on: Aug. 13, 2019.

[2] [Online]. Available: https://developer.nvidia.com/tensorrt.
Accessed on: Aug. 13, 2019.

[3] [Online]. Available: https://github.com/xilinx/bnn-pynq.
Accessed on: Aug. 13, 2019.

[4] [Online]. Available: https://www.dji.com/. Accessed on: Aug.
13, 2019.

[5] Nvidia, 2018. [Online]. Available: http://www.nvidia.com/
page/home.html. Online; Accessed on: Jul. 5, 2018

[6] Open images, 2018. [Online]. Available: https://www.kaggle.
com/bigquery/open-images. Online; Accessed on: Jul. 4, 2018

[7] Xilinx, 2018. [Online]. Available: https://www.xilinx.com/.
Online; Accessed on: Jul. 5, 2018

[8] H. Chao, Y. Gu, and M. Napolitano, “A survey of optical flow
techniques for UAV navigation applications,” in Proc. Int. Conf.
Unmanned Aircraft Syst., 2013, pp. 710–716.

[9] M. Everingham, L. Van Gool, C. K. Williams, J. Winn, and
A. Zisserman, “The pascal visual object classes (VOC) challenge,”
Int. J. Comput. Vis., vol. 88, no. 2, pp. 303–338, 2010.

[10] K. Gauen, R. Dailey, Y.-H. Lu, E. Park, W. Liu, A. C. Berg, and
Y. Chen, “Three years of low-power image recognition challenge:
Introduction to special session,” in Proc. Des. Autom. Test Europe
Conf. Exhib., 2018, pp. 700–703.

[11] K. Gauen, R. Rangan, A. Mohan, Y.-H. Lu, W. Liu, and A. C. Berg,
“Low-power image recognition challenge,” in Proc. 22nd Asia
South Pacific Des. Autom. Conf., 2017, pp. 99–104.

[12] A. Geiger, P. Lenz, and R. Urtasun, “Are we ready for autono-
mous driving? The KITTI vision benchmark suite,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recognit., 2012, pp. 3354–3361.

[13] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang,
T. Weyand, M. Andreetto, and H. Adam, “MobileNets: Efficient
convolutional neural networks for mobile vision applications,”
CoRR abs/1704.04861, 2017.

[14] F. N. Iandola, S. Han, M. W. Moskewicz, K. Ashraf, W. J. Dally,
and K. Keutzer, “SqueezeNet: AlexNet-level accuracy with 50x
fewer parameters and < 0.5MB model size,” CoRR abs/
1602.07360, 2016.

[15] B. Janßen, P. Zimprich, and M. H€ubner, “A dynamic partial recon-
figurable overlay concept for PYNQ,” in Proc. 27th Int. Conf. Field
Programmable Logic Appl., 2017, pp. 1–4.

[16] M. F. Kragh, P. Christiansen, M. S. Laursen, M. Larsen,
K. A. Steen, O. Green, H. Karstoft, and R. N. Jørgensen,
“FieldSAFE: Dataset for obstacle detection in agriculture,” Sensors,
vol. 17, no. 11, 2017, Art. no. 2579.

[17] T.-Y. Lin, P. Doll�ar, R. B. Girshick, K. He, B. Hariharan, and S. J.
Belongie, “Feature pyramid networks for object detection,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., 2017, vol. 1, pp. 936–944.

[18] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan,
P. Doll�ar, and C. L. Zitnick, “Microsoft COCO: Common objects
in context,” in Proc. Eur. Conf. Comput. Vis., 2014, pp. 740–755.

[19] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, and
A. C. Berg, “SSD: Single shot MultiBox detector,” in Proc. Eur.
Conf. Comput. Vis., 2016, pp. 21–37.

[20] Y.-H. Lu, A. M. Kadin, A. C. Berg, T. M. Conte, E. P. DeBenedictis,
R. Garg, G. Gingade, B. Hoang, Y. Huang, B. Li, et al., “Rebooting
computing and low-power image recognition challenge,” in Proc.
IEEE/ACM Int. Conf. Comput.-Aided Des., 2015, pp. 927–932.

[21] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look
once: Unified, real-time object detection,” in Proc. IEEE Conf. Com-
put. Vis. Pattern Recognit., 2016, pp. 779–788.

[22] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma,
Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, et al., “ImageNet
large scale visual recognition challenge,” Int. J. Comput. Vis.,
vol. 115, no. 3, pp. 211–252, 2015.

[23] B. C. Russell, A. Torralba, K. P. Murphy, and W. T. Freeman,
“LabelMe: A database and web-based tool for image annotation,”
Int. J. Comput. Vis., vol. 77, no. 1/3, pp. 157–173, 2008.

[24] A. Sanmorino, “Clustering batik images using fuzzy C-means
algorithm based on log-average luminance,” Comput. Eng. Appl. J.,
vol. 1, no. 1, pp. 25–31, 2012.

[25] J. Torres-S�anchez, F. L�opez-Granados, and J. M. Pe~na, “An auto-
matic object-based method for optimal thresholding in UAV
images: Application for vegetation detection in herbaceous
crops,” Comput. Electron. Agriculture, vol. 114, pp. 43–52, 2015.

[26] D.-Y. Tsai, Y. Lee, and E. Matsuyama, “Information entropy mea-
sure for evaluation of image quality,” J. Digital Imag., vol. 21,
no. 3, pp. 338–347, 2008.

[27] G.-S. Xia, X. Bai, J. Ding, Z. Zhu, S. Belongie, J. Luo, M. Datcu,
M. Pelillo, and L. Zhang, “DOTA: A large-scale dataset for object
detection in aerial images,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit., 2018, pp. 3974–3983.

[28] J. Xiao, J. Hays, K. A. Ehinger, A. Oliva, and A. Torralba, “SUN
database: Large-scale scene recognition from abbey to zoo,” in
Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit., 2010,
pp. 3485–3492.

[29] X. Xu, Y. Ding, S. X. Hu, M. Niemier, J. Cong, Y. Hu, and Y. Shi,
“Scaling for edge inference of deep neural networks,” Nature Elec-
tron., vol. 1, no. 4, p. 216, 2018.

Xiaowei Xu (S’14-M’17) received the BS and
PhD degrees in electronic science and technology
from the Huazhong University of Science and
Technology, Wuhan, China, in 2011 and 2016
respectively. He is currently a post-doc researc-
her at University of Notre Dame, IN. His research
interests include deep learning, medical image
segmentation and embedded computing. He was
a recipient of DAC system design contest special
service recognition reward, in 2018 and Outstand-
ing contribution in reviewing, Integration, the VLSI
journal, in 2017. He has served as TPC members
in ICCD, ICCAD, ISVLSI and ISQED. He is a
member of the IEEE.

Xinyi Zhang received the BS degree in electrical
engineering from the Southwest Jiaotong Univer-
sity, Chengdu, China, in 2014, and the MS
degree in electrical engineering from the Univer-
sity of New Mexico, Albuquerque, NM, in 2016.
He is currently working toward the PhD degree at
the University of Pittsburgh, Pittsburgh, PA under
the advisement of professor Jingtong Hu. His cur-
rent research interests include non-volatile FPGA
architecture, FPGA place and routing, and deep
learning algorithm hardware accelerator design.
He is a student member of the IEEE.

402 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 43, NO. 2, FEBRUARY 2021

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on January 10,2021 at 03:17:54 UTC from IEEE Xplore.  Restrictions apply. 

https://developer.nvidia.com/embedded/dlc/jetson-tx2-thermal-design-guide
https://developer.nvidia.com/embedded/dlc/jetson-tx2-thermal-design-guide
https://developer.nvidia.com/tensorrt
https://github.com/xilinx/bnn-pynq
https://www.dji.com/
http://www.nvidia.com/page/home.html
http://www.nvidia.com/page/home.html
https://www.kaggle.com/bigquery/open-images
https://www.kaggle.com/bigquery/open-images
https://www.xilinx.com/


Bei Yu (S’11–M’14) received the PhD degree
from The University of Texas at Austin, in 2014.
He is currently an assistant professor with the
Department of Computer Science and Engineer-
ing, The Chinese University of Hong Kong. He
has served as TPC chair of ACM/IEEE Work-
shop on Machine Learning for CAD, and in
many journal editorial boards and conference
committees. He is editor-of-chief of IEEE
TCCPS Newsletter. He received five Best Paper
Awards from Integration, the VLSI Journal, in

2018, International Symposium on Physical Design 2017, SPIE
Advanced Lithography Conference 2016, International Conference on
Computer Aided Design 2013, and Asia and South Pacific Design Auto-
mation Conference 2012, and five ICCAD/ISPD contest awards. He is
a senior member of the IEEE.

Xiaobo Sharon Hu (S’85-M’89-SM’02-F’16)
received the BS degree from Tianjin University,
China, the MS degree from Polytechnic Institute
of New York, and the PhD degree from Purdue
University, West Lafayette, Indiana. She is profes-
sor with the Department of Computer Science
and Engineering, University of Notre Dame. Her
research interests include computing with beyond-
CMOS technologies, low-power system design
and cyber-physical systems. She has published
more than 300 papers in the related areas. She

served as associate editor for the IEEE Transactions on Very Large Scale
Integration, the ACM Transactions on Design Automation of Electronic
Systems, and theACMTransactions onEmbeddedComputing, and is cur-
rently an associate editor for theACMTransactions onCyber-physical Sys-
tems She is the general chair of 2018 Design Automation Conference
(DAC), and program chair and TPC chair of 2016 and 2015 DAC. She
received the NSF CAREER Award in 1997, and the Best Paper Award
from Design Automation Conference in 2001 and ACM/IEEE International
Symposium on Low Power Electronics and Design in 2018, etc. She is a
fellow of the IEEE.

Christopher Rowen is an American entrepreneur
and technologist. He is one of the founders of MIPS
Computer Systems, Inc, in 1984, of Tensilica Inc.,
in 1997 and of Babblelabs, Inc, in 2017. He was
named fellow of the Institute of Electrical and Elec-
tronics Engineers (IEEE), in 2016 for leadership in
the development of microprocessors and reduced
instruction set computers.

Jingtong Hu is currently an assistant professor
with the Department of Electrical and Computer
Engineering, University of Pittsburgh, Pittsburgh,
PA. His current research interests include embed-
ded systems, FPGA, and nonvolatile memory. He
has published more than 30 ACM/IEEE Transac-
tions and 70 conference papers in these areas.
His papers have been nominated for Best Paper
Award by ISQED 2018, DAC 2017 and 2019. His
research has been supported by NSF, AFRL,
ARL, Altera, etc. He is a recipient of Outstanding

new Faculty Award from Oklahoma State University, Summer Faculty
Fellowship from AFOSR. He has served as the chair for SIGDA System
Design Contest at DAC, SIGDA CADathlon Competition at ICCAD, Stu-
dent Research Forum at ASP-DAC, track chair for of Design Automation
Conference Technical Program Committee and ACM Symposium on
Applied Computer Technical Program Committee, and guest editor for
the IEEE Transactions on Computers. He is amember of the IEEE.

Yiyu Shi (S’06-M’10-SM’15) received the BS
degree in electronic engineering from Tsinghua
University, Beijing, China, in 2005, the MS and
PhD degrees in electrical engineering from the
University of California, Los Angeles, in 2007 and
2009 respectively. He is currently an associate
professor with the Department of Computer Sci-
ence and Engineering, University of Notre Dame,
the site director of NSF I/UCRC Alternative and
Sustainable Intelligent Computing, and the direc-
tor of the Sustainable Computing Lab (SCL). His

current research interests focus on hardware intelligence and biomedical
applications. In recognition of his research, many of his papers have
been nominated for the Best Paper Awards in top conferences. He was
also the recipient of IBM Invention Achievement Award, Japan Society
for the Promotion of Science (JSPS) Faculty Invitation Fellowship, Hum-
boldt Research Fellowship, IEEE St. Louis Section Outstanding Educa-
tor Award, Academy of Science (St. Louis) Innovation Award, Missouri
S&T Faculty Excellence Award, NSF CAREER Award, IEEE Region 5
Outstanding Individual Achievement Award, and the Air Force Summer
Faculty Fellowship. He has served on the technical program committee
of many international conferences including DAC, ICCAD, DATE, ISPD,
ASPDAC and ICCD. He is on the executive committee of ACM SIGDA,
a member of IEEE CEDA Publicity Committee, deputy editor-in-chief of
IEEE VLSI CAS Newsletter, and an associate editor of the IEEE Trans-
actions on Computer-Aided Design of Integrated Circuits and Systems,
the IEEE Access, the ACM Journal on Emerging Technologies in Com-
puting Systems, the VLSI Integration, and the IEEE TCCCPS Newslet-
ter. He is a senior member of the IEEE.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

XU ET AL.: DAC-SDC LOW POWER OBJECT DETECTION CHALLENGE FOR UAV APPLICATIONS 403

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on January 10,2021 at 03:17:54 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


