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Electron beam lithography (EBL) is a promising, maskless solution for the technology beyond 14nm logic
nodes. To overcome its throughput limitation, industry has proposed character projection (CP) technique,
where some complex shapes (characters) can be printed in one shot. Recently, the traditional EBL system
was extended into a multi-column cell (MCC) system to further improve the throughput. In an MCC system,
several independent CPs are used to further speed-up the writing process. Because of the area constraint of
stencil, the MCC system needs to be packed/planned carefully to take advantage of the characters. In this
article, we prove that the overlapping aware stencil planning (OSP) problem is NP-hard. Then we propose
E-BLOW, a tool to solve the MCC system OSP problem. E-BLOW involves several novel speedup techniques,
such as successive relaxation and dynamic programming. Experimental results show that, compared with
previous works, E-BLOW demonstrates better performance for both the conventional EBL system and the
MCC system.
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1. INTRODUCTION

As the minimum feature size continues to scale to sub-22nm, conventional 193nm op-
tical photolithography technology is reaching its printability limit. In the near future,
multiple patterning lithography (MPL) has become one of the viable lithography tech-
niques for 22nm and 14nm logic nodes [Kahng et al. 2008; Zhang et al. 2011; Yu et al.
2011; Yu and Pan 2014]. In the longer future, that is, for the logic nodes beyond 14nm,
extreme ultra violet (EUV), directed self-assembly (DSA), and electron beam lithogra-
phy (EBL) are promising candidates as next-generation lithography technologies [Pan
et al. 2013]. Currently, both EUV and DSA suffer from some technical barriers: EUV
technique is delayed due to tremendous technical issues, such as lack of power sources,
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resists, and defect-free masks [Arisawa et al. 2010; Zhang et al. 2012]; DSA has mainly
the potential to generate contact or via layers [Chang et al. 2010].

The EBL system, on the other hand, has been developed for several decades [Pfeiffer
2009]. Compared with the traditional lithographic methodologies, EBL has several
advantages. (1) An electron beam can be easily focused into a nanometer diameter
with a charged particle beam, thus can avoid suffering from the diffraction limitation
of light. (2) The price of a photomask set is getting unaffordable, especially through the
emerging multiple patterning lithography (MPL) techniques. As a maskless technology,
EBL can reduce the manufacturing cost. (3) EBL allows a great flexibility for fast
turnaround times or late design modifications to correct or adapt a given chip layout.
Because of all these advantages, EBL is being used in mask making, small volume
integration circuit production, and research to develop the technological nodes ahead
of mass production.

1.1. EBL System and Extended MCC System

The conventional EBL system applies a variable-shaped beam (VSB) technique
[Fujimura 2010]. In this mode, the entire layout is decomposed into a set of rectangles,
each of which is shot into resist by one electron beam. In the printing process of the
VSB mode, at first, an electrical gun generates the initial beam, which becomes uniform
through a shaping aperture. Then, a second aperture finalizes the target shape with a
limited maximum size. Since each pattern needs to be fractured into pieces of rectangles
and printed one by one, the VSB mode suffers from serious throughput problems.

One improved technique in the EBL system is called character projection (CP)
[Fujimura 2010], where the second aperture is replaced by a stencil. Some complex
shapes, called characters, are prepared on the stencil. The key idea is that if a pattern
is pre-designed on the stencil, it can be printed in one electronic shot; otherwise, it needs
to be fractured into a set of rectangles and printed one by one through VSB mode. By this
way, the CP mode can improve the throughput significantly. In addition, CP exposure
has a good, critical dimension control stability compared with VSB [Maruyama et al.
2008]. However, the area constraint of the stencil is the bottleneck. For modern design,
due to the numerous distinct circuit patterns, only a limited number of patterns can be
employed on the stencil. Those patterns not contained by the stencil are still required
to be written by VSB [Manakli et al. 2009]. Thus, one emerging challenge in CP mode
is how to pack the characters into the stencil to effectively improve the throughput.

Even with decades of development and the employment of the CP technique, the
key limitation of the EBL system has been, and still is, the low throughput. Recently,
a multi-column cell (MCC) system was proposed as an extension of the CP technique
[Yasuda et al. 2004; Maruyama et al. 2012]. In the MCC system, several independent
CPs are used to further speed-up the writing process. Each CP is applied on one
section of wafer, and all the CPs can work in parallel to achieve better throughput.
In the modern MCC system, there are more than 1,300 CPs [Shoji et al. 2010]. Since
one CP is associated with one stencil, there are more than 1,300 stencils in total. The
manufacturing of stencils is similar to mask manufacturing. If each stencil is different,
then the stencil preparation process could be very time consuming and expensive. Due
to the design complexity and cost consideration, different CPs share one stencil design.
One example of the MCC printing process is illustrated in Figure 1, where four CPs are
bundled to generate an MCC system. In this example, the whole wafer is divided into
four regions, w1, w2, w3 and w4, and each region is printed through one CP. The whole
writing time of the MCC system is determined by the maximum one among the four
regions. For modern design, because of the numerous distinct circuit patterns, only a
limited number of patterns can be employed on a stencil. Since the area constraint of
the stencil is the bottleneck, the stencil should be carefully designed/manufactured to
contain the most repeated characters.
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Fig. 1. Printing process of MCC system, where four CPs are bundled.

1.2. Previous Works

Many previous works dealt with the design optimization for the EBL system. For VSB
mode, Du et al. [2012a], Gao et al. [2014], Ding et al. [2014], and Yang et al. [2015]
considered EBL as a complementary lithography technique to print via/cut patterns
or additional patterns after multiple patterning mask processes. To avoid stitching
line-induced bad patterns for the parallel EBL system, Fang et al. [2013b] and Lin
et al. [2016] integrated EBL constraints into early routing stage and placement stage,
respectively. Babin et al. [2003] and Fang et al. [2013a] solved the subfield scheduling
problem to reduce the critical dimension distortion. Kahng et al. [2006], Ma et al.
[2011], Yu et al. [2013a], and Chan et al. [2014] proposed a set of layout/mask fracturing
approaches to reduce the VSB shot number. Besides, several works solved the design
challenges under CP technique. Before stencil manufacturing, all design steps should
consider the character projection, that is, character aware library building [Fujino
et al. 2005], technology mapping [Sugihara et al. 2007], and character sizing problem
[Sugihara et al. 2006b]. In addition, Du et al. [2012b] and Ikeno et al. [2013a] proposed
several character design methods for both via layers and interconnect layers to achieve
stencil area-efficiency. After stencil manufacturing, characters are stamped to practical
layout patterns to minimize the electron beam shot number, especially for irregular
routing or via layout [Minh et al. 2006; Du et al. 2012b]. Ikeno et al. [2013b] proposed
a structured routing architecture for high throughput CP mode.

Stencil planning is one of the most challenging problems in CP mode and has earned
more and more attention. When blank overlapping is not considered, this problem
equals to a character selection problem, which can be solved through an integer linear
programming (ILP) formulation to maximize the system throughput [Sugihara et al.
2006a]. When the characters can be overlapped to save more stencil space, the corre-
sponding stencil planning is referred to as overlapping-aware stencil planning (OSP).
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Fig. 2. Two types of OSP problems: (a) one-dimensional problem; (b) two-dimensional problem.

As suggested in Yuan et al. [2012], the OSP problem can be divided into two types:
one-dimensional problem and two-dimensional problem.

In the one-dimensional OSP problem, the standard cells with the same height are
selected into the stencil. As shown in Figure 2(a), each character implements one
standard cell, and the enclosed circuit patterns of all the characters have the same
height. Note that here we only show the horizontal blanks, and the vertical blanks
are not represented because they are identical. Yuan et al. [2012] proposed a set of
heuristics, and the single row reordering was formulated as a minimum cost Hamil-
tonian path. Kuang and Young [2014a] proposed an integrated framework to solve all
the sub-problems effectively: character selection, row distribution, single-row order-
ing, and inter-row swapping. Guo et al. [2015] proved that single row reordering can
be optimally solved in polynomial time. In addition, Chu and Mak [2014] and Mak and
Chu [2014] assumed that the pattern position in each character can be shifted and
integrated the character re-design into the OSP problem.

In the two-dimensional OSP problem, the blank spaces of characters are non-uniform
along both horizontal and vertical directions. By this way, the stencil can contain both
complex via patterns and regular wires (see Figure 2(b) for an example). Yuan et al.
[2012] solved the problem through a modified floor-planning engine, while Yu et al.
[2013b] further sped-up the engine through a clustering technique. Kuang and Young
[2014b] proposed a set of fast and effective deterministic methods to solve this problem.

1.3. Our Contributions

In this article, we focus on the one-dimensional OSP problem. We present a tool, E-
BLOW, to effectively solve this problem. Since only the one-dimensional problem is
studied, for convenience, we use the term OSP to refer to the one-dimensional OSP in
the rest of this article.

Compared with the conventional EBL system, the MCC system introduces two main
challenges in the OSP problem. (1) The objective is new: in the MCC system, the
wafer is divided into several regions and each region is written by one CP. Therefore,
the new OSP should minimize the maximal writing time of all regions. However, in
the conventional EBL system the objective is simply to minimize the wafer writing
time. (2) The stencil for an MCC system can contain more than 4,000 characters,
and previous methodologies for the EBL system may suffer from runtime penalty. No
existing stencil planning work has been done toward the MCC system. In this work
we propose E-BLOW, a tool to overcome both challenges. Our main contributions are
summarized as follows.

—We provide the proof that even a simplified version of the OSP problem is NP-hard.
—We develop an ILP formulation to co-optimize character selection and placement on

the stencil. To the best of our knowledge, this is the first mathematical formulation
for this problem.
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Table I. Notations Used in This Article

Term Meaning Term Meaning
W width of each stencil row K number of regions
Tk system writing time on region k T total writing time of all regions
m number of rows n number of characters
w width of each character C set of characters C = {c1, . . . , cn}
ai character ci ’s writing time in VSB mode xi x-position of character ci

sli left blank of character ci sri right blank of character ci

si �(sli + sri)/2� bij 0-1 variable, bij = 1, if ci is on row j
tik repeating times of character ci in region k oij horizontal overlap between ci and c j

pij 0-1 variable, pij = 0, if ci is left of c j

—We proposes a simplified formulation to achieve a good tradeoff in terms of perfor-
mance and runtime.

—We present a successive relaxation algorithm to search for a near-optimal solution.

The rest of this article is organized as follows. Section 2 provides the problem formu-
lation. Section 3 proves the problem is NP-hard. Section 4 presents algorithmic details
of the proposed framework, E-BLOW. Section 5 reports experimental results, followed
by the conclusion in Section 6.

2. PROBLEM FORMULATION

In this section, we give the problem formulation. For convenience, Table I lists the
notations used in this article. Note that in this article, we denote [n] as a set of integers
{1, 2, . . . , n}.

In an MCC system with K CPs, the whole wafer is divided into K regions, and each
region is written by one particular CP. We assume cell extraction [Manakli et al. 2009]
has been resolved first. In other words, a set of n character C = {c1, . . . , cn} has already
been given to the MCC system. For each character ci ∈ C, its width is wi. Meanwhile,
the writing time through VSB mode and CP mode are ai and 1, respectively. The stencil
is divided into m rows, and the width of each row is W . For each row j, bij indicates
whether character ci is selected on row j:

bij =
{

1, candidate ci is selected on row j
0, otherwise.

Different regions have different layout patterns, thus, the throughputs would be also
different. For region k (k ∈ [K]), character ci ∈ C repeats tik times. If ci is prepared on
stencil, the total writing time of character ci on region rc is tik · 1. Otherwise, ci should
be printed through VSB, and its writing time would be tik · ai. Therefore, for region k
(k ∈ [K]), the writing time Tk is as follows:

Tk =
∑
i∈[n]

tik · ai −
∑
i∈[n]

∑
j∈[m]

bij · tik · (ai − 1), (1)

where the first term is the writing time using VSB mode, while the second term is the
writing time improvement through CP mode. Therefore, the total writing time of the
MCC system is formulated as follows:

T = max
k∈[K]

{Tk}. (2)

Based on the above notations, we define the MCC system OSP problem (MOSP) as
follows.
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Problem 1 (MCC System OSP). In an MCC system, a stencil is given with m row,
and each row is with width W . A set of character C is also given. We select a subset of
characters in C and place them on the stencil. The objective is to minimize the MCC
system writing time T expressed by Equation (2), while the placement of all characters
is bounded by the outline of the stencil.

Note that when region number K is 1, the MOSP problem equals to the conventional
OSP problem. Our proposed framework can effectively solve both MOSP and OSP
problems.

3. PROOF OF NP-HARDNESS

In this section, we prove that both OSP and MOSP problems are NP-hard. Guo et al.
[2015] provided a polynomial time algorithm to optimally solve the single row ordering
problem, which is a sub-problem of OSP. Mak and Chu [2014] proved that when an
additional constraint, character re-design, is integrated, the extended OSP problem is
NP-hard. Although a sub-problem of OSP is in P [Guo et al. 2015], while an extension of
OSP is NP-hard [Mak and Chu 2014], the complexity of OSP is still an open question.
This article is the first work proving the complexity of the OSP problem. In addition,
we will show that even a simpler version of the OSP problem, where there is only one
row, is NP-hard, as well.

To facilitate the proof, we first define a Bounded Subset Sum (BSS) problem as
follows.

Problem 2 (Bounded Subset Sum). Given a list of n numbers {x1, . . . , xn} and a
number s, where ∀i ∈ [n] 2 · xi > xmax(

�= maxi∈[n]|xi|), decide if there is a subset of the
numbers that sums up to s.

For example, given three numbers 1,100, 1,200, 1,413, and T = 2,300, we can find
a subset {1,100, 1,200} such that 1,100 + 1,200 = 2,300. Note that if we have the
assumption s ≤ c · xmax, where c is some constant, the problem can be solved in O(nc)
time. However, in general, there is no such assumption. Note that without the bounded
constraint ∀i ∈ [n]2 · xi > xmax, the BSS problem becomes the subset sum problem,
which is in NP-complete [Arora and Barak 2009]. In the following, we will prove that
with this additional constraint, the subset sum problem is still NP-complete. For the
simplicity of later explanation, let S denote the set of n numbers. Note that, we can
assume that all the numbers are integer numbers.

THEOREM 1. BSS problem is NP-complete.

The proof is in the Appendix.
In the following, we will show that even a simpler version of the OSP problem is NP-

hard. In the simpler version, there is only one row in the stencil, and each character
ci ∈ C is with the same length w. Besides, for each character, its left blank and right
blank are symmetrical.

Definition 1 (Minimum Packing). Given a subset of characters C ′ ∈ C, its minimum
packing is the packing with the minimum stencil length.

LEMMA 1. Given a set of characters C = {c1, c2, . . . , cn} placed on a single row stencil.
If both left and right blanks are si for each character ci ∈ C, then the minimum packing
is with the following stencil length

n · w −
∑
i∈[n]

si + max
i∈[n]

{si}. (3)
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Fig. 3. (a) OSP instance for the BSS instance S = {1,100, 1,200, 2,000} and s = 2,300. (b) The minimum
packing is with stencil length M + s = 2,000 + 2,300 = 4,300.

PROOF. Without loss of generality, we assume that s1 ≥ s2 ≥ · · · ≥ sn. We prove by
recursion that in a minimum length packing, the overlapping blank is f (n) = ∑n

i=2 si.
If there are only two characters, it is trivial that f (2) = s2. We assume that when
p = n − 1, the maximum overlapping blank f (n − 1) = ∑n−1

i=2 si. For the last character
cn, the maximum sharing blank value is sn. Since for any i < n, si ≥ sn, we can simply
insert it at either the left end or the right end and find the incremental overlapping
blank sn. Thus, f (n) = f (n−1)+sn = ∑n

i=2 si. Because the maximum overlapping blank
for all characters is

∑n
i=2 si, we can see the minimum packing length is the same as in

Equation (3).

LEMMA 2. BSS ≤p OSP.

PROOF. Given an instance of BSS with s and S = {x1, x2, . . . , xn}, we construct an
OSP instance as follows:

—The stencil length is set to M + s, where M = maxi∈[n]{xi}.
—For each xi ∈ S′, in the OSP there is a character ci whose width is M and both left

and right blanks are M − xi. As defined in Problem 2, 2 · xi > xmax, which means
xi > M/2. Therefore, the sum of left blank and right blank is less than or equal
to M.

—We introduce an additional character c0, whose width size is M, and both left and
right blanks are M − mini∈[n]{xi}.

—The VSB writing time of character c0 is set to
∑

i∈[n]xi, while the VSB writing time
for each character ci is set to xi. The CP writing times are set to 0 for all characters.

—There is only one region, and each character ci repeats one time in the region.

For instance, given initial set S = {1,100, 1,200, 2,000} and s = 2,300, the con-
structed OSP instance is shown in Figure 3.

We will show the BSS instance S = {x1, x2, . . . , xn} has a subset that adds up to s if
and only if the constructed OSP instance has minimum packing length M + s and total
writing time smaller than

∑
xi.

(⇒ part) After solving the BSS problem, a set of items S′ are selected that they
add up to s. We denote “m” as the number of items in set S′. For each xi ∈ S′, the
corresponding character ci is also selected into the stencil. Besides, since the system
writing time for c0 is

∑
xi, it is trivial to see that in the OSP instance the c0 must be
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selected. Due to Lemma 1, the minimum total packing length is

(m+ 1) · M −
∑
i∈S′

(M − xi) = M +
∑
i∈S′

xi = M + s.

Meanwhile, the minimum total writing time in the OSP is
∑

i∈[n]xi − s.
(⇐ part) We start from an OSP instance with minimum packing length M + s and

total writing time smaller than
∑

xi, where a set of characters C ′ ∈ C are selected. Since
the total writing time must be smaller than

∑
xi, character c0 ∈ C ′. For all characters

in set ci ∈ C ′ except c0, we select xi into the subset S′ ∈ S, which adds up to s.

THEOREM 2. OSP is NP-hard.

PROOF. Directly from Lemma 2 and Theorem 1.

The OSP problem is a special case of the MOSP problem when region number K is
set to 1. Therefore, from Theorem 2 we can see that the MOSP problem is NP-hard as
well.

4. ALGORITHMS FOR MOSP

In the MOSP problem, each character implements one standard cell, and the enclosed
circuit patterns of all the characters have the same height. This problem can be viewed
as a combination of character selection and single row ordering problems. Different
from a two-step heuristic proposed in Yuan et al. [2012], we show that these two
problems can be solved simultaneously through a unified ILP formulation (4).

min T (4)

s.t T ≥
∑
i∈[n]

tik · ai −
∑
i∈[n]

∑
j∈[m]

bij · tik(ai − 1) ∀k ∈ [K] (4a)

0 ≤ xi ≤ W − w ∀i ∈ [n] (4b)∑
j∈[m]

bij ≤ 1 ∀i ∈ [n] (4c)

xi + wii′ − xi′ ≤ W(2 + pii′ − bij − bi′ j) ∀i, i′ ∈ [n], j ∈ [m] (4d)
xi′ + wi′i − xi ≤ W(3 − pii′ − bij − bi′ j) ∀i, i′ ∈ [n], j ∈ [m] (4e)
bij, bi′ j, pii′ ∈ {0, 1} ∀i, i′ ∈ [n], j ∈ [m] (4 f )

In formulation (4), W is the stencil width, and m is the number of rows. For each
character ci, wi, and xi are its width and its x-position, respectively. If and only if ci is
assigned to row j, bij = 1. Otherwise, bij = 0.

Constraint (4a) is derived from Equations (1) and (2). Constraint (4b) is for the x
position of each character. Constraint (4c) is to make sure one character can be inserted
into at most one row. Constraints (4d) and (4e) are used to check position relationship
between ci and c′

i. Here wii′ = wi − oii′ and wi′i = wi′ − oh
i′i, where oii′ is overlapping

when candidates ci and c′
i are packed together. Only when bij = bi′ j = 1, that is, both

characters ci and ci′ are assigned to row j, can one of the two constraints, (4d) and
(4e), could be active. Besides, all the pii′ values are self-consistent. For example, for any
three characters c1, c2, c3 being assigned to row j, that is, b1 j = b2 j = b3 j = 1, if c1 is
on the left of c2 (p12 = 0) and c2 is on the left of c3 (p23 = 0), then c1 should be on the
left of c3 (p13 = 0). Similarly, if c1 is on the right of c2 (p12 = 1) and c2 is on the right of
c3 (p23 = 1), then c1 should be on the right of c3 (p13 = 1) as well.

Since ILP is a well known NP-hard problem, directly solving it may suffer from
long runtime penalty. One straightforward speedup method is to relax the ILP into
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Fig. 4. E-BLOW overall flow for MOSP problem.

the corresponding linear programming (LP) through replacing constraints (4f ) by the
following:

0 ≤ bij, bi′ j, pii′ ≤ 1.

It is obvious that LP relaxation provides a lower bound to the ILP solution. However,
we observe that the solution of the relaxed LP could be like this: for each i,

∑
j∈[m] bij = 1

and all the pii′ are assigned 0.5. Although the objective function is minimized and all
the constraints are satisfied, this LP relaxation provides no useful information to
guide future rounding, that is, all the characters are selected (bij = 1) and no ordering
relationship is determined (pii′ = 0.5).

To overcome the limitation of the above rounding, we propose a novel successive
rounding framework to search for a near-optimal solution in reasonable runtime. As
shown in Figure 4, the overall flow includes several steps. In Section 4.1, the simplified
formulation will be discussed, and its LP rounding lower bound will be proved. In
Section 4.2, the details of successive rounding will be introduced. In Section 4.3, the Fast
ILP convergence technique will be presented. In Section 4.4, the refinement process will
be proposed. At last, to further improve the performance, in Section 4.5, the post-swap
and post-insertion techniques will be discussed.

4.1. Simplified ILP Formulation

As discussed above, solving the ILP formulation (4) is very time consuming, and the
related LP relaxation may be bad in performance. To overcome the limitations of for-
mulation (4), we introduce a simplified ILP formulation, whose LP relaxation can
provide good lower bound. The simplified formulation is based on a symmetrical blank
(S-Blank) assumption: the blanks of each character are symmetric, that is, left blank
equals to right blank. si is used to denote the blank of character ci. Note that for
different characters ci and ci′ , their blanks si and si′ can be different.

At first glance the S-Blank assumption may lose optimality. However, under S-Blank
assumption, the ILP formulation can be effectively simplified to provide a reasonable
rounding bound, theoretically. Compared with the previous heuristic framework [Yuan
et al. 2012], the proved rounding bound provides a better guideline for a global view
search. In addition, to compensate the inaccuracy in the asymmetrical blank cases,
E-BLOW provides a refinement (see Section 4.4).
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The simplified ILP formulation is shown in Formula (5).

max
∑
i∈[n]

∑
j∈[m]

bij · pi (5)

s.t.
∑
i∈[n]

(w − si) · bij ≤ W − Bj ∀ j ∈ [m] (5a)

Bj ≥ si · bij ∀i ∈ [n], j ∈ [m] (5b)∑
j∈[m]

bij ≤ 1 ∀i ∈ [n] (5c)

bij = 0 or 1 ∀i ∈ [n], j ∈ [m] (5d)

In the objective function of Formula (5), each character ci is associated with one profit
value pi. The pi value is to evaluate the overall system writing time improvement if
character ci is selected. Through assigning each character ci with one particular profit
value, we can simplify the complex constraint (4a). More details regarding the profit
value setting would be discussed in Section 4.2. Besides, due to Lemma 1, constraint
(5a) and constraint (5b) are for row width calculation, where (5b) is to linearize max
operation. Here Bj can be viewed as the maximum blank space of all the characters on
row j. Constraint (5c) implies each character can be assigned into at most one row. It’s
easy to see that the number of variables is O(nm), where n is the number of characters
and m is the number of rows. Generally speaking, single character number n is much
larger than row number m. Thus, compared with basic ILP formulation (4), the variable
number in (5) can be reduced dramatically.

In our implementation, we set blank value si to �(sli +sri)/2�, where sli and sri are ci ’s
left blank and right blank, respectively. Note that here the ceiling function is used to
make sure that under the S-Blank assumption, each blank is still integral.1 Although
this setting may lose some optimality, E-BLOW provides post-stage to compensate the
inaccuracy through incremental character insertion.

Now we will show that the LP relaxation of (5) has reasonable lower bound. To
explain this, let us first look at a similar formulation (6) as follows:

max
∑
i∈[n]

∑
j∈[m]

bij · pi (6)

s.t.
∑
i∈[n]

(w − si) · bij ≤ W − smax ∀ j ∈ [m] (6a)

(5c) − (5d),

where smax is the maximum horizontal blank length of all characters; that is,

smax = max
i∈[n]

{si}.

Program (6) is a multiple knapsack problem [Martello and Toth 1990]. A multiple
knapsack is similar to a knapsack problem, with the difference that there are multiple
knapsacks. In formulation (6), each pi can be rephrased as (wi − si) × ratioi.

LEMMA 3. If each ratioi is the same, the multiple knapsack problem (6) can find a
0.5−approximation algorithm using the LP rounding method.

1We also investigated si = (sli + sri)/2�, and found that, usually, the current setting (ceiling function) can
achieve better performance.
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For brevity, we omit the proof, but detailed explanations can be found in Dawande
et al. [2000]. When all ratioi are the same, formulation (6) can be approximated to
a max-flow problem. In addition, if we denote α as min{ratioi}/max{ratioi}, we can
achieve the following Lemma:

LEMMA 4. The LP rounding solution of (6) can be a 0.5α− approximation to optimal
solution of (6).

PROOF. First we introduce a modified formulation to program (6), where each pi is
set to min{pi}. In other words, in the modified formulation, each ratioi is the same.
Let OPT and OPT′ be the optimal value of (6) and the optimal value of the modified
formulation, respectively. Let APR′ be the corresponding LP rounding result in the
modified formulation. According to Lemma 3, APR′ ≥ 0.5 · OPT′. Since min{pi} ≥ pi · α,
we can achieve the following relationships:

OPT′ =
∑
i∈[n]

∑
j∈[m]

(bij · min{pi})

≥
∑
i∈[n]

∑
j∈[m]

(bij · pi · α)

= α ·
∑
i∈[n]

∑
j∈[m]

(bij · pi)

= α · OPT

That is, OPT′ ≥ OPT. In summary, APR′ ≥ 0.5 · OPT′ ≥ 0.5α · OPT.

The difference between (5) and (6) is the right side values at (5a) and (6a). Blank
spacing is relatively small compared with the row length. That is, W � smax and
∀ j ∈ [m], W � Bj , which means W − smax ≈ W − Bj . Thus, we can expect that program
(5) has a similar rounding performance as program (6a). In practical test cases, the
measured α values range from 0.1 to 0.2. Although the α value may not be theoretically
promising, the effectiveness of the LP relaxation will be verified in the experimental
results.

4.2. Successive Rounding

In this section, we propose a successive rounding algorithm to solve program (5), iter-
atively. Successive rounding uses a simple iterative scheme, in which fractional vari-
ables are rounded one after the other until an integral solution is found [Johnson et al.
2000]. The ILP formulation (5) becomes an LP if we relax the discrete constraint to a
continuous constraint as: 0 ≤ bij ≤ 1.

The details of successive rounding are shown in Algorithm 1. At first, we set all bij
as unsolved, since none of them are assigned to rows (line 1). The LP is updated and
solved iteratively (lines 3–4). For each new LP solution, we search for the maximal bij
and store it in bpq (line 6). Then, we find all bij that are closest to the maximum value
bpq, that is, bij ≥ bpq ×β. In our implementation, β is set to 0.9. For each of the selected
variables bij , we try to pack ci into row j, and set bij as solved (line 9). Note that when
one character ci is assigned to one row, all bij would be set as solved. Therefore, the
variable number in updated LP formulation would continue to decrease. This procedure
repeats until no appropriate bij can be found. One key step of Algorithm 1 is the pi
update (line 3). For each character ci, we set its pi as follows:

pi =
∑

k∈[K]

tk
tmax

· (ai − 1) · tik, (7)
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Fig. 5. Unsolved character numbers along the LP iterations for test cases 1M-1, 1M-2, 1M-3, and 1M-4.

ALGORITHM 1: SuccRounding ( )
Input: ILP Formulation (5)

1: Set all bij as unsolved;
2: repeat
3: Update pi for all unsolved bij ;
4: Solve relaxed LP of (5);
5: repeat
6: bpq ← max{bij};
7: for all bij ≥ bpq × β do
8: if ci can be assigned to row rj then
9: bij ← 1 and set it as solved;

10: Update capacity of row j;
11: end if
12: end for
13: until cannot find bpq
14: until no unsolved bij

where tk is the current writing time of region k, and tmax = maxk∈[K]{tk}. Through
applying the pi, the region k with longer writing time would be considered more during
the LP formulation. During successive rounding, if character ci is not assigned to any
row, pi would continue to be updated so that the total writing time of the whole MCC
system can be minimized.

4.3. Fast ILP Convergence

In each LP iteration of successive rounding, we select some characters into rows and
set these characters as solved. In the next LP iteration, only unsolved characters
are considered in formulation. Thus, the number of unsolved characters continues to
decrease through the iterations. For four test cases (1M-1 to 1M-4), Figure 5 illustrates
the number of unsolved characters in each iteration. We observe that in early iterations,
more characters are assigned to rows in one iteration. However, when the stencil
is almost full, fewer of bij can be close to 1. In other words, in late iterations only
few characters are assigned into stencil; thus, the successive rounding requires more
iterations.
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Fig. 6. For test case 1M-1, solution distribution in last LP, where most values are close to 0.

ALGORITHM 2: Fast ILP Convergence (δ−, δ+)
1: for all bij in relaxed LP solutions do
2: if bij < δ− then
3: Set bij as solved;
4: end if
5: if bij > δ+ then
6: Assign ci to row j;
7: Set bij as solved;
8: end if
9: end for

10: Solve ILP formulation (5) for all unsolved bij ;
11: if bij = 1 then
12: Assign ci to row j;
13: end if

To overcome this limitation so that the successive rounding iteration number can be
reduced, we present a convergence technique based on fast ILP formulation. The basic
idea is that when we observe that only a few characters are assigned into rows in one
LP iteration, we stop successive rounding in advance and call fast ILP convergence to
assign all left characters. Note that in Kuang and Young [2014a], an ILP formulation
with a similar idea was also applied. In our implementation, we trigger ILP convergence
if in one iteration, less than 10% of variables are transferred from unsolved to solved.
This condition is to detect when successive rounding becomes not that effective.

The details of the ILP convergence are shown in Algorithm 2, where δ− and δ+ are
two user defined parameters. First, we check each bij (lines 1–9). If bij < δ−, then we
assume character ci would not be assigned to row j, and set bij as solved. Similarly, if
bij > δ+, we assign ci to row j and set bij as solved. For those unsolved bij , we build up
ILP formulation (5) to assign final rows (lines 10–13).

At first glance, the ILP formulation may be expensive to solve. However, we observe
that in our convergence (Algorithm 2), typically the variable number is small. Figure 6
illustrates the solution distribution in the last LP formulation. We can see that most
of the values are close to 0. In our implementation δ− and δ+ are set to 0.1 and 0.9,
respectively. For this case, although the LP formulation contains more than 2,500
variables, our fast ILP formulation results in only 101 binary variables.

ACM Transactions on Design Automation of Electronic Systems, Vol. 21, No. 3, Article 43, Pub. date: May 2016.



43:14 B. Yu et al.

Fig. 7. Greedy-based single row ordering. (a) At first, all candidates are sorted by blank space. (c) One
possible ordering solution where each candidate chooses the right end position. (e) Another possible ordering
solution.

4.4. Refinement

Once some characters are assigned to the rows, the single row ordering problem [Yuan
et al. 2012; Guo et al. 2015] adjusts the relative locations of input p characters to
minimize the total width. Under the S-Blank assumption, because of Lemma 1, this
problem can be optimally solved through the following two-step greedy approach.

(1) All characters are sorted decreasingly by blanks;
(2) All characters are inserted one by one. Each one can be inserted at either left end

or right end.

One example of the greedy approach is illustrated in Figure 7, where four character
candidates A, B, C, and D are to be ordered. In Figure 7(a), they are sorted decreas-
ingly by blank space. Then, all the candidates are inserted one by one. From the second
candidate, each insertion has two options: left side or right side of all inserted candi-
dates. For example, if A is inserted at the right of D, B has two insertion options: one
is at the right side of A (Figure 7(b)) and another is at the left side of A (Figure 7(d)).
Given different choices of candidate B, Figures 7(c) and 7(e) give corresponding final
solutions. Since, from the second candidate each one has two choices, by this greedy
approach n candidates will generate 2n−1 possible solutions.

For the asymmetrical cases, the optimality does not hold anymore. To compensate
the loss, E-BLOW consists of a refinement stage. For n characters {c1, . . . , cn}, single
row ordering can have n! possible solutions. We avoid enumerating such huge solutions,
and take advantage of the order in symmetrical blank assumption. That is, we pick up
one best solution from the 2n−1 possible ones. Note that to search for optimal single
row packing, a straightforward method is to enumerate all n! options. But in E-BLOW,
we only consider the 2n−1 options with the following two reasons. (1) The runtime
complexity of n! is unacceptable in practice. For example, if a single row contains 30
characters, then the enumeration will generate more than 2.6 × 1032 options. (2) Our
preliminary results on small test cases show that the solution quality loss is negligible.
In particular, in the experimental result we will show that E-BLOW can achieve optimal
solutions for small test cases.

The refinement is based on dynamic programming and the details are shown in
Algorithm 3. Refine(k) generates all possible order solutions for the first k characters
{c1, . . . , ck}. Each order solution is represented as a set (w, l, r, O), where w is the total
length of the order, l is the left blank of the left character, r is the right blank of the
right character, and O is the character order. At the beginning, an empty solution set
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ALGORITHM 3: Refine(k)
Input: k characters {c1, . . . , ck};

1: if k = 1 then
2: Add (w1, sl1, sr1, {c1}) into S;
3: else
4: Refine(k − 1);
5: for each partial solution (w, l, r, O) do
6: Remove (w, l, r, O) from S;
7: Add (w + wk − min(srk, l), slk, r, {ck, O}) into S;
8: Add (w + wk − min(slk, r), l, srk, {O, ck}) into S;
9: end for

10: if size of S ≥ γ then
11: Prune inferior solutions in S;
12: end if
13: end if

S is initialized (line 1). If k = 1, then an initial solution (w1, sl1, sr1, {c1}) would be
generated (line 2). Here, w1, sl1, and sr1 are the width of the first character c1, the
left blank of c1, and the right blank of c1. If k > 1, then Refine(k) will recursively call
Refine(k-1) to generate all old, partial solutions. All these partial solutions will be
updated by adding candidate ck (lines 5–9). We propose pruning techniques to speed-up
the dynamic programming process. Let us introduce the concept of inferior solutions.
For any two solutions SA = (wa, la, ra, Oa) and SB = (wb, lb, rb, Ob), we say SB is inferior
to SA, if and only if wa ≥ wb, la ≤ lb, and ra ≤ rb. Those inferior solutions would be
pruned during the pruning section (lines 10–12). In our implementation, γ is set
to 20.

4.5. Post-Swap and Post-Insertion

A post-swap stage is applied to further improve the performance, where some unse-
lected characters would be swapped with some characters on stencil if the swaps can
improve the system writing time. The procedure of post-swap is detailed in Algorithm 4.
The input consists of a set of characters on stencil IN = {i1, . . . , im}, and a set of char-
acters not selected OUT = {o1, . . . , on}. The post-swap is implemented using a greedy
flavor with two steps. In the first step, all the characters are sorted based on profit
values (lines 1–2). The characters in IN are in ascending order, while the characters
in OUT are in descending order. Please refer to Equation (7) about the profit value.
The idea is that if an unselected character is with high profit value, assigning it into
stencil may help the whole system writing time a lot. Similarly, if a character on stencil

ALGORITHM 4: Post-Swap
Input: m characters on stencil IN = {i1, . . . , im};
Input: n characters not selected OUT = {o1, . . . , on};

1: sort IN in ascending order based on profit value;
2: sort OUT in descending order based on profit value;
3: for each ip ∈ IN do
4: for each oq ∈ OUT do
5: if Swap (ip, oq) can improve performance then;
6: Label ip as unselected, while oq as selected on stencil;
7: Remove oq from OUT;
8: Break;
9: end if

10: end for
11: end for
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Fig. 8. Example of maximum weighted matching-based post character insertion. (a) Three additional char-
acters a, b, c and two rows. (b) Corresponding bipartite graph to represent the relationships among characters
and rows.

is with low profit value, we tend to remove it from stencil so that more high value
characters can be pushed in. In the second step (lines 3–11), we traverse two sets of
characters to check whether swapping characters ip ∈ IN and oq ∈ OUT can improve
the performance. If so, then character ip is unselected from stencil, while character oq
is assigned into stencil.

In Algorithm 4, the character sorting (lines 1–2) needs O(n logn + m logm), where n
and mare the character numbers in IN and OUT, respectively. The for loops (lines 3–11)
need O(nm). Thus, the post-swap procedure can be finished in O(nm) time.

After post-swap, a post-insertion stage is applied to further insert more characters
into stencil. Different from the greedy insertion approach in Yuan et al. [2012] that
new characters can be only inserted into one row’s right end. We consider to insert
characters into the middle part of rows. Generally speaking, the character with higher
profit value (7) would have a higher priority to be inserted into rows. We propose a
character insertion algorithm to insert some additional characters into the rows. The
insertion is formulated as a maximum weighted matching problem [Galil 1986], under
the constraint that for each row there is at most one character that can be inserted.
Although this assumption may lose some optimality, in practice it works quite well, as
the remaining space for a row is usually very limited.

Figure 8 illustrates one example of the character insertion. As shown in Figure 8(a),
there are two rows (row 1, row 2) and three additional characters (a, b, c). Characters a
and b can be inserted into either row 1 or row 2, but character c can only be inserted into
row 2. It shall be noted that the insertion position is labeled by arrows. For example,
two arrows from character a mean that a can be inserted into the middle of each row.
We build up a bipartite graph to represent the relationships among characters and
rows (see Figure 8(b)). Each edge is associated with a cost as the character’s profit. By
utilizing the bipartite graph, the best character insertion can be solved by finding a
maximum weighted matching.

We build up a graph to transfer the post-insertion problem into a conventional max-
imum weighted matching problem. The time complexity of the graph construction is
O(mnC), where m is the total row number, n is the additional character number, and
C is the maximum character number on each row. We propose two heuristics to speed
up the graph construction process. First, to reduce n, we only consider those additional
characters with high profits. Second, to reduce m, we skip those rows with very little
empty space.

Based on the constructed graph, we carry out the maximum weighted matching to
assign additional characters into rows. Solving the matching needs O(|V | · log |V | · |E|)
[Galil 1986], where |V | and |E| are the vertex number and the edge number in the
constructed graph, respectively.
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5. EXPERIMENTAL RESULTS

E-BLOW is implemented in C++ programming language and executed on a Linux
machine with two 3.0GHz CPU and 32GB Memory. GUROBI [Gurobi Optimization
Inc. 2014] is used to solve ILP/LP. The benchmark suite (1D-1, . . . , 1D-4) from Yuan
et al. [2012] is tested for an OSP problem. To evaluate the algorithms for the MCC
system, eight benchmarks (1M-x) are generated for the MOSP problem. In these new
benchmarks, character projection (CP) number are all set to 10. For each small case
(1M-1, . . . , 1M-4) the character candidate number is 1,000, and the stencil size is set to
1,000μm × 1,000μm. For each larger case (1M-5, . . . , 1M-8), the character candidate
number is 4,000, and the stencil size is set to 2,000μm × 2,000μm. The size and the
blank width of each character are similar to those in Yuan et al. [2012].

5.1. E-BLOW vs. Previous Work

In the first experiment, we compare E-BLOW with some previous works: the greedy
method in Yuan et al. [2012], the heuristic framework in Yuan et al. [2012], and the
algorithms in Kuang and Young [2014a]. Table II lists the comparison results. We
have obtained the programs of Yuan et al. [2012] and executed them in our machine.
It should be noted that Yuan et al. [2012] is targeting at a single CP system, and
the MCC system is modified to optimize the total writing time of all the regions. The
results of Kuang and Young [2014a] are directly from their paper. Column “cand #” is
the number of character candidates, while column “CP#” is the number of character
projections. For each algorithm, we report “T,” “char#,” and “CPU(s),” where “T” is
the writing time of the EBL system, “char#” is the character number on final stencil,
and “CPU(s)” reports the computational runtime. From Table II we can see E-BLOW
achieves better performance than both the greedy method and the heuristic method in
Yuan et al. [2012]. Compared with E-BLOW, the greedy method has 32% more system
writing time, while Yuan et al. [2012] introduces 19% more system writing time. One
possible reason is that, different from the greedy/heuristic methods, E-BLOW proposes
mathematical formulations to search for global solution space. Additionally, due to the
successive rounding scheme, E-BLOW is around 15× faster than the work in Yuan
et al. [2012].

In Table II, E-BLOW is also compared with one recent OSP work [Kuang and Young
2014a]. We can see that E-BLOW is able to find stencil placements with better EBL
system writing time for 10 out of 12 test cases. In addition, for all the MCC system
test cases (1M-1, . . . , 1M-8), E-BLOW outperforms [Kuang and Young 2014a]. One
possible reason is that to optimize the overall throughput of the MCC system, a global
view is necessary to balance the throughputs among different regions. E-BLOW uti-
lizes the mathematical formulations to provide such global optimization. Although our
runtimes are longer than those in Kuang and Young [2014b], they are still accept-
able that on average, the runtime is only 8.6 seconds. Even for the largest test case,
E-BLOW can be finished in 22 seconds. In addition, our performance is better than
Kuang and Young [2014b], that it can reduce 2% of the EBL system writing time. For
a specific design, the EBL system writing time could be several hours or several days,
thus the 2% throughput improvement could be attractive compared to a 22 second com-
putation time penalty. After all, E-BLOW and Kuang and Young [2014b] are comple-
mentary, that both of them provide good runtime-performance tradeoff with different
foci.

5.2. Effectiveness of the Proposed Techniques

In the second experiment, we demonstrate the effectiveness of two proposed tech-
niques, that is, the fast ILP convergence (Section 4.3) and the post-optimization
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Fig. 9. Comparison of different E-BLOW versions on EBL system writing time.

Fig. 10. Comparison of different E-BLOW versions on computational runtime.

(Section 4.5). To facilitate the comparison, we implemented four different versions of
E-BLOW framework: E-BLOW-00 is the framework where no fast ILP convergence or
post-optimization is utilized; E-BLOW-01 is with post-optimization but no fast conver-
gence; E-BLOW-10 is with fast convergence but no post-optimization; E-BLOW-11 is
integrated with both fast ILP convergence and post-optimization.

Figure 9 compares these four E-BLOW versions in terms of the EBL system writing
time. As shown in Figure 9, through post-optimization, E-BLOW-01 outperforms E-
BLOW-00 with around 10% system writing time improvement. Similarly, E-BLOW-11
outperforms E-BLOW-10 with around 6% system writing time improvement. We can
see that post-optimization is effective in improving the E-BLOW performance.

Figure 10 compares these four E-BLOW versions in terms of computational run-
time. Through fast ILP convergence, E-BLOW-10 outperforms E-BLOW-00 with nearly
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Table III. ILP vs. E-BLOW

cand ILP E-BLOW
# binary# T char# CPU(s) T char# CPU(s)

1T-1 8 64 434 6 0.5 434 6 0.1
1T-2 10 100 1,034 6 26.1 1,034 6 0.2
1T-3 11 121 1,222 6 58.3 1,222 6 0.2
1T-4 12 144 1,862 6 1,510.4 1,862 6 0.2
1T-5 14 196 NA NA >3,600 2,758 6 0.1

two times speed-up. E-BLOW-11 can also achieve around two times speed-up against
E-BLOW-01. From Figure 10, we can see that fast ILP convergence can effectively
reduce E-BLOW framework CPU time.

5.3. E-BLOW vs. ILP

At last, we compare E-BLOW with the ILP formulations (4). Although the ILP formu-
lations can find optimal solutions theoretically, they may suffer from runtime overhead
and cannot get legal solutions for practical benchmarks. Therefore, we randomly gen-
erate five small benchmarks (“1T-x”). The sizes of all the character candidates are set
to 40μm × 40μm. The row number is set to 1 and the row length is set to 200. The
comparisons are listed in Table III, where column “cand #” is the number of character
candidates. “ILP” and “E-BLOW” represent the ILP formulation and our E-BLOW
framework, respectively. In ILP formulation, column “binary#” gives the binary vari-
able number. For each mode, we report “T,” “char#,” and “CPU(s),” where “T” is the EBL
system writing time, “char#” is the character number on the final stencil, and “CPU(s)”
is the runtime. Note that in Table III, the ILP solutions are optimal.

Let us compare E-BLOW with the ILP formulation for test cases 1T-1, . . . , 1T-5.
E-BLOW can achieve the same results with ILP formulations; meanwhile, it is so fast
that all cases can be finished in 0.2 seconds. Although ILP formulation can achieve
optimal results, it is so slow that a case with 14 character candidates (1T-5) can not be
finished in one hour.

Although the integral variable number for each case is not huge, we find that in the
ILP formulations, the solutions of corresponding LP relations are vague. Therefore,
expensive search methods may cause unacceptable runtimes. From these cases, ILP
formulations are impossible to be directly applied in an OSP problem, as in the MCC
system character number may be as large as 4,000.

6. CONCLUSION

In this article, we have proposed E-BLOW, a tool to effectively solve the OSP problem
and the MOSP problem. A successive relaxation algorithm, a dynamic programming-
based refinement, and a set of post-optimization techniques are proposed. Experimen-
tal results show that, compared with previous works, E-BLOW can achieve better
performance in terms of both shot number and runtime. Note that in an MCC sys-
tem, different regions tend to have specific stencils due to the consideration of system
throughput improvement. However, if a shared stencil is so well-designed and opti-
mized that such sharing can achieve very comparable throughput, we can even reduce
the stencil design cost. In that situation, sharing stencil design could be attractive,
especially for the companies that have a limited design budget. As EBL, including the
MCC system, is widely used for mask making and also gaining momentum for direct
wafer writing, we believe a lot more research can be done for not only stencil planning,
but also EBL-aware design.
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APPENDIX

PROOF OF THEOREM 1

LEMMA 5. BSS problem is in NP.

PROOF. It is easy to see that BSS problem is in NP. Given a subset of integer numbers
S′ ∈ S, we can add them up and verify that their sum is s in polynomial time.

LEMMA 6. 3SAT ≤p BSS.

PROOF. In 3SAT problem, we are given m clauses {C1, C2, . . . , Cm} over n variables
{y1, y2, . . . , yn}. Besides, there are three literals in each clause, which is the OR of some
number of literals. Equation (8) gives one example of 3SAT, where n = 4 and m = 2.

(y1 ∨ ȳ3 ∨ ȳ4) ∧ (ȳ1 ∨ y2 ∨ ȳ4) (8)

Without loss of generality, we can have the following assumptions:

(1) No clause contains both variable yi and ȳi. Otherwise, any such clause is always
true and we can just eliminate them from the formula.

(2) Each variable yi appears in at least one clause. Otherwise, we can just assign any
arbitrary value to the variable yi.

To convert a 3SAT instance to a BSS instance, we create two integer numbers in set S
for each variable yi, and three integer numbers in S for each clause Cj . All the numbers
in set S and s are in base 10. Besides, 10n+2m < yi < 2 · 10n+2m, so that the bounded
constraints are satisfied. All the details regarding S and s are defined as follows.

—In the set S, all integer numbers are with n + 2m + 1 digits, and the first digit is
always 1.

—In the set S, we construct two integer numbers ti and fi for the variable yi. For both of
the values, the n digits after the first ‘1’ serve to indicate the corresponding variable
in S. That is, the ith digit in these n digits is set to 1 and all others are 0. For the next
m digits, the jth digit is set to 1 if the clause Cj contains the respective literal. The
last m digits are always 0.

—In the set S, we also construct three integer numbers c j1, c j2, and c j3 for each clause
Cj . In c jk, where k = {1, 2, 3}, the first n digits after the first ‘1’ are 0, and in the next
m digits, all are 0 except the jth index setting to k. The last m digits are all 0, except
the jth index setting to 1.

—T = (n+ m) · 10n+2m + s0, where s0 is an integer number with n+ 2m digits. The first
n digits of s0 are 1; in the next, m digits all are 4; and in the last, m digits all are 1.

Based on the above rules, given the 3SAT instance in Equation (8), the constructed
set S and target s are shown in Figure 11. Note that the highest digit achievable is 9,
meaning that no digit will carry over and interfere with other digits.

CLAIM 1. The 3SAT instance has a satisfying truth assignment iff the constructed
BSS instance has a subset that adds up to s.

Proof of ⇒ part of Claim: If the 3SAT instance has a satisfying assignment, we
can pick a subset containing all ti, for which yi is set to true, and fi, for which yi is
set to false. We should then be able to achieve s by picking the necessary c jk to get 4’s
in the s. Due to the last m ‘1’ in s, for each j ∈ [m], only one would be selected from
{c j1, c j2, c j3}. Besides, we can see totally n + m numbers would be selected from S.

Proof of ⇐ part of Claim: If there is a subset S′ ∈ S that adds up to s, we will
show that it corresponds to a satisfying assignment in the 3SAT instance. S′ must
include exactly one of ti and fi; otherwise, the ith digit value of s0 cannot be satisfied.
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Fig. 11. The constructed BSS instance for the given 3SAT instance in Equation (8).

If ti ∈ S′, in the 3SAT we set yi to true; otherwise, we set it to false. Similarly, S′
must include exactly one of c j1, c j2, and c j3; otherwise the last m digits of s cannot be
satisfied. Therefore, all clauses in the 3SAT are satisfied and 3SAT has a satisfying
assignment.

For instance, given a satisfying assignment of Equation (8): 〈y1 = 0, y2 = 1, y3 =
0, y4 = 0〉, the corresponding subset S′ is { f1 = 110000100, t2 = 101000100, f3 =
100101000, f4 = 100011100, c12 = 100002010, c21 = 100000101}. We set s = (m +
n) · 10n+2m + s0, where s0 = 11114411, and then s = 611114411. We can see that
f1 + t2 + f3 + f4 + s12 + s21 = s.
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