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Abstract—As the transistor technology nodes shrink into the
nano-scales, timing guardbands caused by aging effects and
process variations continue to increase. Approximate computing
can eliminate aging-and-variation-induced timing guardbands
without sacrificing the design performance. It can apply local
approximate changes (LACs) automatically in circuits to reduce
critical path delay (CPD). However, efficiently achieving timing
optimization under error distance constraints is still tricky.
This work proposes an automated timing-driven technology
mapping approximation framework based on reinforcement
learning (RL). The framework uses path-weighted graph neural
networks (PGNNs) to embed RL states and timing path-aware
LAC candidates to construct RL action spaces. It can efficiently
eliminate timing guardbands induced by aging and variation. Our
proposed circuit-agnostic framework operates on the gate-level
netlists. According to experiments on the open-source circuits
using TSMC 28 and 16-nm technology under aging and variation
conditions, our framework can achieve an average 24.78% CPD
reduction under five different error distance constraints and
4.83× speedup, compared with a state-of-the-art method.

Index Terms—Approximate computing, approximate logic syn-
thesis, timing optimization.

I. INTRODUCTION

W ITH the continuous shrinking of CMOS technology
nodes, transistor aging effects, such as negative bias

temperature instability (NBTI), and process variations make
timing closure and signoff increasingly challenging [1]. To
guarantee the parametric yield and circuit lifetime, designers
add performance-degrading timing guardbands on the oper-
ational clock period. However, with the technology scaling
down, these aging-and-variation-induced timing guardbands
are increasing rapidly, eventually resulting in severe timing
performance degradation [2]. Therefore, there is an urgent
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Fig. 1. Descriptive example of achieving timing optimization by approximate
computing. Left: The accurate circuit; top right: the approximate path applying
wire-by-constant LAC; and bottom right: the approximate path applying wire-
by-wire LAC.

need for effective methodologies in timing optimization that
can mitigate the impacts of aging and variation without
compromising performance.

Approximate computing has emerged as a promising design
paradigm to improve timing performance. It introduces slight
computational imprecision to reduce circuit delay and has
proven effective in numerous error-tolerant applications [3].
Prior efforts primarily focused on approximate circuit design,
often relying on human expertise. Recently, some studies
have proposed methods for automating approximate com-
puting within functional error constraints [3], [4], [5], [6],
[7], [8], [9]. Fig. 1 shows an example, where approximate
computing can reduce path delay by modifying local structures
in circuits. Such modifications are called local approximate
changes (LACs).

Several previous works [3], [4], [5], [6], [7] have approached
approximate logic optimization to enhance timing, using
methods like the greedy algorithm. PowerX [6] utilizes deep
learning to accelerate the flow by predicting logic errors.
SEALS [5] consider the relationship between gate and out-
put, termed “sensitivity,” to achieve speedups. HEDALS [4]
focuses on achieving approximate computing on critical timing
paths. Since they work on circuits with AND-Inverter graph
representations rather than real technology-dependent circuits,
the timing information is unrealistic at the Boolean level.
Similarly, technology mapping approximation efforts [8], [9],
utilizing genetic algorithms, aim to optimize timing in mapped
circuits, factoring in aging effects and process variations for a
reliability-aware design.

Error metrics are crucial in evaluating the accuracy of
approximate circuits. Two common error metrics are error rate
(ER) and distance. The ER is important for random/control cir-
cuits, and error distance is more critical for arithmetic circuits.
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Fig. 2. Delay ratios of the approximate circuits obtained by VECBEE-
SASIMI over the accurate circuits for different designs under (a) different ER
constraints and (b) different error distance constraints.

Recent studies in approximate computing have successfully
achieved timing optimization under ER constraints. As shown
in Fig. 2(a), VECBEE-SASIMI [3] reduces critical path delay
(CPD) under different ER constraints. The most critical paths
in arithmetic circuits are timing paths to the most significant
bits (MSBs) [10], where the signal value changes on MSBs
always result in significant error distances in previous works.
As demonstrated in Fig. 2(b), it causes the poor optimization
performance of VECBEE-SASIMI. Thus, the challenge lies
in optimizing timing under varying error distance constraints
without comprising circuit accuracy.

In summary, three main reasons cause poor timing
optimization under error distance constraints in previous
works: 1) various pseudo-linear heuristics or analytical meth-
ods, including genetic algorithms and greedy methods, result
in suboptimal solutions; 2) previous works treat the process
as a black-box optimization problem, lacking accurate timing
path modeling, which causes low efficiency; and 3) the
consideration of the relationship between timing paths and
LACs is limited in other proposed works, which makes it chal-
lenging to select LACs that can optimize timing performance
under specific error distance constraints without extensive
simulations.

Reinforcement learning (RL) has emerged as a power-
ful machine learning paradigm, demonstrating superhuman
performance in various optimization tasks [11]. In RL, an
agent learns an optimal policy through trial and error in an
interactive environment to maximize rewards. This involves
understanding the state of the environment, actions to alter
it, and rewards as feedback. Recent applications of RL in
electronic design automation, including gate sizing, transistor
sizing [12], physical design placement [13], and technology
mapping [14], have shown promising results. In this article,
we customize RL for technology mapping approximation to
optimize timing performance under error distance constraints.

For RL state embedding, the timing path cannot be accu-
rately modeled while collecting circuit features. However,
the circuit features on timing paths, especially critical paths,
are important in timing optimization. The essential rea-
son is that the equipped graph neural networks (GNNs)
in previous frameworks can only learn circuit information
from part of gates on timing paths due to over-smoothing
issue [11], [12], [13]. The RL action spaces significantly
affect the RL agent’s efficiency, where too vast action space
causes low-convergence speed and too narrow action space

causes terrible optimization quality [12]. Following previous
approximate logic optimization and technology mapping
approximation works [3], [4], [7], [8], [9], the action spaces
can be narrowed by generating LAC candidates. However,
these candidates are identified without considering relation-
ships between timing paths and LACs. It only optimizes timing
under ER constraints, thus causing poor timing optimization
performance. Thus, the RL action spaces for our framework
cannot be defined reasonably by LAC candidates without
considering the RL agent application.

In this work, we propose a timing-driven technology
mapping approximation framework based on RL. The frame-
work intelligently achieves approximate computing under
predictable error distance constraints. It reduces CPD con-
sidering aging effects and process variations. Our RL agent
has path-weighted GNNs (PGNNs) and timing path-aware
LAC candidates. For embedding the RL state, the PGNNs
open the black box of technology mapping approximation
through learning circuit information on global timing paths
without over-smoothing issues. For constructing a reasonable
action space, the timing path-aware LAC candidates can not
only narrow the action space but achieve timing optimization.
The customized RL states and actions can help the proposed
RL agent achieve higher-optimization efficiency and more
powerful model generalizability. According to aging and
variation-aware experiments on the TSMC 28 and 16-nm
technology, our framework can achieve an average of 24.78%
CPD reduction under 5 different error distance constraints.
The timing optimization takes 70.36 mins on average for
arithmetic circuits ranging from 2k to 30k gates. We highlight
our contributions in detail.

1) We present a novel timing-driven technology map-
ping approximation framework based on RL at the
gate level. It can perform approximate computing to
optimize aging-and-variation-aware timing performance
under error distance constraints automatically and effi-
ciently.

2) We propose PGNNs, namely, PGNNs, to model timing
paths accurately by learning global information on tim-
ing paths and local information in neighborhoods, which
helps embed RL states.

3) We generate timing path-aware LAC candidates consid-
ering the relationships between timing paths and LACs,
which helps construct RL action spaces. The gener-
ated candidates can optimize circuit timing performance
under error distance constraints.

4) Our circuit-agnostic framework is evaluated with
open-source designs. The results demonstrate that
our framework can efficiently achieve significant
optimization performance on unseen circuits with differ-
ent functions and sizes. Also, our framework can work
while meeting different function accuracy requirements.

II. PRELIMINARIES

A. Local Approximate Changes

Fig. 1 presents examples of accurate circuit and two
state-of-the-art LACs, including wire-by-constant [15] and
wire-by-wire [16] replacements. These LACs have been
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Fig. 3. Example of similarity score and logic depth. Wire W6 is the target
wire and wire W12 is the LAC candidate. Under different input vectors pi,
wire W6, and W12 signal values are shown on the right. They should be the
same under as many input vectors as possible to meet ER requirements.

extensively used in design methodologies to improve design
performance through approximate computing. Also, our
framework can be extended to include other local approxima-
tion changes.

Wire-by-constant substitutes a wire in the circuit with a
constant logic value “1” or “0”. The top right part of Fig. 1
shows an example of wire-by-constant approximation. The
replacement of wire W16 by the constant ‘0’ is demonstrated.
Thus, wire W16 is the target wire and the replacement
of constant 0 is the selected LAC. Paths that previously
comprised W16 are significantly accelerated by omitting the
propagation delay of gates U1, U2 and U7. Wire-by-wire
replaces a wire (approximated wire) in the circuit with another
wire (approximation wire). The bottom right part of Fig. 1
depicts an example of wire-by-wire approximation, where
W13 replaces W22. Wire W22 is the target wire, and wire
W13 is the selected LAC replacement. Similarly, paths that
previously comprised W22 are accelerated by omitting the
propagation delay of gates U6 and U10. Thus, all the delays of
timing paths comprising these wires become potentially more
minor under negligible and predictable logic errors.

For large circuits, the action space becomes vast, making
the optimal solution difficult to find within reasonable time
and resource limits. Previous works [3], [4], [5], [6], [7], [8],
[9] narrow the action space by generating the LAC candidates
based on similarity scores and logic depths. The similarity
score represents the percentage of cycles when the target wire
and the LAC hold the same value. It can be obtained through
logic simulation. The higher the value, the lower the ER. The
logic depth represents the propagation depth from inputs to
the LAC, which can be obtained by parsing circuits.

Examples: As shown in Fig. 3, we give an example to
compute similarity score and logic depth. For wire W6, the
similarity score of its ALC candidate W12 (SW6

W12) is computed
as

SW6
W12 =

Npi∑

pi

(
W12pi ==W6pi

)
?

Npi

(1)

where “(W12pi ==W6pi)?” equals to 1 if the signal value of
W12 is the same with W6 under input vector pi. Otherwise,
it equals to 0. Npi is the input vector number. And the logic
depth of W12 is 1.

(a)

(b)

Fig. 4. Delay distribution of the timing paths to the seventh bit (red), sixth
bit (green) and zeroth bit (blue) for an accurate (a) and approximate (b) 8-bit
adder.

B. Critical Paths Versus Timing Paths to High Bits

It is necessary to wait for the computational results of low
bits when computing the results of high bits. In the accurate
arithmetic circuits, the most critical paths are timing paths to
the MSBs [10]. An example is illustrated in Fig. 4, which
shows the delay distribution for different bit outputs in an 8-bit
adder. It is observed that the delay for the seventh bit (MSB)
is notably higher compared to the Sub-MSB and the least
significant bit (LSB) in accurate circuits. After approximating,
the delays of timing paths to the MSBs are reduced. Then,
timing paths to the higher bits have a higher probability of
being new critical paths.

C. Timing and Logic Error Evaluator

Our work requires accurate and fast timing and logic error
evaluator to improve optimization performance. This evaluator
consists of two parts:

Timing Evaluation: Aging effects and process variations
influence the timing performance, which can be analyzed
through aging- and variation-aware static timing analysis
(STA). Compared with classical STA flow, the extra gate-level
aging model and variation timing libraries are employed. For
aging effects, we follow the flow [17] to generate aging-aware
timing libraries based on SPICE Monte-Carlo simulation
with MOSRA aging model [18]. For process variations,
we adopt parametric on-chip variation analysis [19]. Both
aging-aware and variation-aware timing libraries are generated
using Synopsys PrimeLib [20]. Then STA is performed with
Synopsys PrimeTime. It outputs CPD for the approximate
circuit, which is defined as follows.

Definition 1 [CPD]: The largest path delay includes addi-
tional aging-and-variation-induced timing guardbands. It is
also the minimum value of the specified clock period.

The critical path delay CPD can be computed by (2). D

is the delay distribution of the most critical path consider-
ing aging and variation effects. μ(D) and σ(D) represent
mean and standard deviation values of delay distribution
D, respectively. CPD can cover typical aging-and-variation-
induced timing guardbands [1]. Thus, it is used to evaluate the
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reliability-aware timing optimization performance

CPD = μ(D)+ 3× σ(D). (2)

Logic Error Evaluation: The traditional simulation-based
method is time-consuming. In this work, we utilize the
method [3], namely, VECBEE, to efficiently achieve logic
error evaluation for approximate circuits. It is based on Monte
Carlo simulation and an efficient technique to capture a signal
change due to approximation that will cause a logic error.
It outputs error distance and ER for the approximate circuit,
which is defined as follows.

Definition 2 (Error Distance): The difference between the
approximate and accurate circuit output values under one input
vector.

Definition 3 (ER): The percentage of input vectors that the
approximate circuit output differs from the exact circuit.

Normalized mean error distance (NMED) and mean relative
error distance (MRED) are the mean error distance normalized
by the maximum output value and the corresponding output
value. They can be computed by (3) and (4), where Yacc

pi
and

Yapp
pi are the circuit output values of the accurate circuit and

approximate circuit under input vector pi, respectively. Npi is
the number of input vectors for testing and MSB is the value
of MSB. For example, MSB equals 63 for a 64-bit unsigned
adder

NMED =
Npi∑

pi

∣∣∣Yacc
pi
− Yapp

pi

∣∣∣

Npi ×
(
2MSB+1 − 1

) (3)

MRED =
Npi∑

pi

∣∣∣Yacc
pi
− Yapp

pi

∣∣∣
Npi × Yacc

pi

. (4)

ERs can be computed by (5), where Oacc
pi

and Oapp
pi are

the circuit output bits of the accurate circuit and approximate
circuit under input vector pi, respectively

ER =
Npi∑

pi

Oacc
pi
�= Oapp

pi

Npi

. (5)

D. Problem Formulation

Our essential parts contain circuit timing and logic
information. Timing information helps improve timing
performance and logic information helps meet the error dis-
tance constraint. We define timing wire as follows.

Definition 4 (Timing Wire): A timing wire includes aging-
and-variation-aware timing information and logic information
in the driving gate and loading gate.

An example of timing wire is illustrated in Fig. 1, and the
details of information in timing wire are shown in Table I.

Based on these definitions, the technology mapping approx-
imation problem can be formulated as a timing optimization
problem under error distance as follows.

Problem 1 (Technology Mapping Approximation): During
technology mapping, given a mapped accurate circuit
with aging-and-variation-aware timing information and logic
information, determine the optimal LACs for timing wires to
generate approximate circuits with maximum CPD reductions
under error constraints.

TABLE I
TIMING WIRE FEATURES USED IN OUR WORK

Fig. 5. Example of node and edge representation. Timing wire W6 contains
the timing and logic information of its driving gate (U2) and loading gate (U7).

III. OUR PROPOSED FRAMEWORK

A. Data Preparation

In this article, we apply graph learning in an optimization
loop. The accurate circuit is translated into a graph G = (V,E)

consisting of a node set V and an edge set E. Fig. 5 gives
an example of node and edge representation, where nodes are
timing wires and edges are signal propagation relationships
between two single timing wires. The circuit graph G is
represented with node feature matrix X, adjacency matrix J.
Node feature matrix X : {xk, k ∈ V} is composed of feature
vectors for all timing wires (nodes). They include their driving
and loading gates’ aging-and-variation-aware timing and logic
information. The details of features in xk for timing wire
(node) k are shown in Table I. These features are carefully
chosen based on domain knowledge after many experiments.
They are collected via aging-and-variation-aware STA and
logic simulation. They are expected to characterize the impact
of timing wires on circuit timing performance and function
accuracy under aging effects and process variations.

B. RL State

RL states S : {si, i ∈ Vs} represent selected timing wires
after embedding with circuit information through PGNNs. The
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Fig. 6. Illustration of PGNNs with path and multihop module.

progress of generating RL states can be divided into selection
and embedding.

In the selection stage, we generate a selected timing wire
set Vs ∈ V. It includes independent timing wires on potential
critical paths (worst-100 timing paths to each output). They
can be generated through aging-and-variation-aware STA,
introduced in Section II-C. In addition, the RL agent applies
multiple LACs simultaneously in each round to speed up the
optimization flow. However, the mutual influence of multiple
LACs can affect the circuit timing and error performance [21].
Thus, we follow the method in [21] to ensure the selected
timing wires on potential critical paths are almost independent.
Then, we can obtain a selected timing wire set Vs.

In the embedding stage, we propose PGNNs to embed
circuit information on timing paths and local neighborhoods
from the features of selected timing wires X : { �xi, i ∈ Vs},
and generate embedded RL states S : {si, i ∈ Vs}. The
information embedded in the RL state is proven useful while
improving the RL agent generalizability for solving different
circuit topologies and the quality of optimization. We give
more details about PGNNs as follows.

PGNNs are composed of two modules. A path module
can capture timing and logic information on global timing
paths and a multihop module can capture this information
in the local neighborhood. The timing paths can be modeled
accurately in PGNNs, which is still unsolved in other EDA
works [11], [12], [13].

Path Module: In the path module, the timing and logic
information of the worst-10 timing wire paths are aggre-
gated to generate path-based timing wire representations
XP : {xP

i , i ∈ Vs}. As shown in Fig. 6, the new timing wire
representation for timing wire W6 is generated through path
encoding and path combining. As an example, we introduce
the generating path-based timing wire representation xP

i for
timing wire i through learning information on timing paths.

First, each path p in the path set NP
i (the worst-10 timing

paths through timing wire i) is encoded. It is achieved through
learning the structural and semantic information of all nodes
{xjp , jp ∈ p} to generate path embeddings {ep, p ∈ NP

i }.
Unlike classical GNNs in an unordered way, a path naturally
comes with an order, preserving the ordered connections
among the nodes on the path. Thus, this step aims to learn
information about all the nodes on the path p and consider
the order of nodes on the path, preserving more relational

information among the connected nodes. To achieve path
encoding, we choose a simple sequence encoder gate recurrent
unit (GRU) [22] as the message function. For the path p ∈ N

p
i ,

we can get the path embedding ep followed as (6), where θg

represents all the learnable parameters

ep = GRUθg
({xjp, jp ∈ p}). (6)

After encoding all paths in the path set NP
i , we need

to combine these path embeddings {ep, p ∈ NP
i } together.

Different paths have different contributions to the target timing
wire representation. Thus, we adopt an attention mechanism
αp to learn the different weights

αp = exp
(
LeakyReLU(θa · ep)

)
∑

pk∈Np
i

exp
(
LeakyReLU(θa · epk)

) . (7)

Based on the attention mechanisms, the path-based timing
wire representation for timing wire i is expressed as

xP
i = σ

⎛

⎜⎝
∑

p∈Np
i

αp · ep

⎞

⎟⎠. (8)

Multihop Module: The multihop module is employed to
learn graph-structured information in local neighborhoods. In
the multihop module, the timing and logic information of
neighbor timing wires is aggregated to generate neighbor-
based timing wire representations XN = {xN

i , i ∈ Vs}. For
learning information from neighbor nodes, we adapt the
GCNII [23] to achieve graph learning as following (9), where
Ni is the neighbor timing wire set of timing wire i:

xN
i = GCNIIθ i

({xjn , jn ∈ Ni}
)
. (9)

Finally, the state of our framework for timing wire i can
be obtained by combining the path module output xP

i and
multihop module output xN

i

si = xP
i ‖xN

i . (10)

C. RL Action

RL actions A : {ai, i ∈ Vs} represent the chosen LACs
applied to timing wires. These LACs, which include wire-
by-wire and wire-by-constant replacements, are selected from
our specially designed RL action spaces. The action spaces
are constructed based on timing path-aware LAC candidates.
Diverging from conventional methods that generate LAC
candidates based on similarity scores and logic depth, our
work identifies timing path-aware LAC candidates by timing
path-aware similarity score and worst-arrive time. These two
metrics fully consider the relationships between LACs and
timing paths, ensuring a more nuanced and effective circuit
approximation process.

Timing Path-Aware Similarity Score: The signal value of one
wire under one input vector can only be propagated to some
target bits. The error distance is influenced when inaccuracies
occur on high bits, particularly the MSBs. To optimize circuit
timing, the LAC candidates are strategically placed on critical
timing paths. Therefore, ensuring that LAC candidates on
critical paths maintain values consistent with the target wire
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Fig. 7. Example of timing path-aware similarity score and worst-arrive time.
Wire W6 is the target wire and wire W12 is the timing path-aware LAC
candidate. Under different input vectors pi, the signal values of wire W6 can
be propagated to the least significant bit bit1 (LSB) when SPFbit1

W6pi
= 1; and

can be propagated to the MSB bit2 when SPFbit2
W6pi

= 1. While comparing

the signal values of wire W6 and W12, it is more important for them to be
the same when SPFbit2

W6pi
= 1 under error distance constraints.

is crucial. Such alignment plays a key role in meeting error
distance constraints, especially when the signal is propagated
to high-value bits.

As shown in Fig. 7, the signal value of wire W6 can be
propagated to the MSB bit2 through the red path under input
vectors {p1, p3, p5, p6} and the low-significant bit bit1 through
the blue path under input vectors {p2, p4}. To guarantee low-
error distance, it is more important for the wire W12 signal
to hold the same value with wire W6 under input vectors
{p1, p3, p5, p6} rather than under all input vectors. However,
the weights of different bits are considered equally while
computing similarity scores in previous works (1). In our work,
different bits are weighted with their weight value [details
described in (11)]. In addition, the signal propagation flag
(SPF) is introduced to determine whether one wire signal
value changes when one input vector is propagated to one
specific bit. As shown in Fig. 7, SPF equals 1 when the signal
change can be propagated to one specific bit. Otherwise, it
equals 0.

The progress can be cast as the Boolean satisfiability
problem for computing SPF values. The method in [3] based
on Boolean difference can help obtain SPF values efficiently.
The timing path-aware similarity score T represents the sim-
ilarity score of one LAC weighted by bits and SPF values.
It can be obtained through logic simulation where the higher
value means the lower-error distance (NMED).

Worst-Arrive Time: Large-scale circuits have no clear rela-
tionship between smaller logic depth and smaller signal arrival
time. This is because that even a few cells with large delay
can cumulatively result in substantial signal arrival time at
an LAC. To address this, our approach considers timing path
information to identify timing path-aware LAC candidates.
These candidates are pinpointed based on the worst-arrive time
D, which represents the propagation delay from the inputs
to the LAC candidate. Obtained via aging-and-variation-aware
timing analysis, a smaller value indicates a greater potential
for timing improvement.

Examples: Fig. 7 gives an example to compute timing path-
aware similarity score and worst-arrival time. For wire W6,

the timing-path aware similarity score of its candidate W12
(TW6

W12) can computed as

TW6
W12 =

Npi∑

pi

Nbit∑

bit

(
W6pi ==W12pi

)
?× SPFbit

W6pi
× 2bit

Npi × 2MSB
(11)

where “(W12pi == W6pi)?” equals to 1 if the signal value
of W12 is the same with W6 signal value under input vector
pi. Otherwise, it equals to 0. SPFbit

W6v
is SPF of the specific

bit bit for wire W6. 2bit and 2MSB are the weight values of
the specific bit bit and MSB, respectively. Npi and Nbit are the
number of input vectors and bits. MSB is the MSB value. The
worst-arrival time of W15 equals 24ps, which is collected by
aging-and-variation-aware STA.

The generation of the timing path-aware LAC candidate set
C relies on timing path-aware similarity scores T and worst-
arrive time D. In our approach, for each selected timing wire,
we include the top-20 candidates based on the timing path-
aware similarity scores in the candidate set C. The actions
A : {ai, i ∈ Vs} are expressed as

ai = (T, D), i ∈ Vs. (12)

We construct the action spaces as continuous spaces based
on C, offering two main advantages.

1) Compared to using discrete LAC candidates, our con-
structed action spaces can more effectively mine the
relationship between LAC candidates and timing paths
based on domain knowledge. The value of T impacts
the error distance (NMED) and D influences the CPD.

2) The continuous nature of our action space allows for a
broader range of possibilities in finding the optimal solu-
tion. However, the discrete action causes relative order
information loss and overburdens the RL agent [24].

By translating the discrete action space into a continuous
one, we ensure the RL agent’s actions A are mapped effectively
to the timing path-aware LAC candidate set C. After this
mapping, we generate approximate circuits by assigning LACs
selected from the LAC candidate set C.

D. RL Reward

RL reward R represents the CPD reduction under the error
distance constraint. As mentioned in Section II-C, the timing
and logic error evaluator can give us the accurate value of
critical path delay CPD and error distance NMED fast under
the aging effect and process variations. Then, the RL reward
R is computed as

R =
{

(CPDacc−CPD)
CPDacc

NMED ≤ NMEDcon
(NMEDcon−NMED)

NMEDcon
otherwise

(13)

where CPDacc represents the CPD of the given accurate
circuit. NMEDcon represents the NMED constraint, which can
be changed with requirements. When the error distance of
the approximate circuit is smaller than the constraint value
NMEDcon, we assign the reward based on the change in nor-
malized CPD. Specifically, the CPD reduction means a positive
reward. Conversely, if the error distance exceeds NMEDcon, a
negative reward is assigned as a penalty, proportionate to the
error distance, to mitigate unacceptable accuracy loss.
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Fig. 8. Overview of RL-driven technology mapping approximation framework, including: 1) prepare data; 2) select and Embed RL states S; 3) generate
timing path-aware LAC candidate set C and Construct RL action spaces based on C; 4) determine RL actions A; 5) map A to C; 6) compute RL rewards R;
and 7) update the policy.

E. Overall Flow

In our RL agent, we employ DDPG [24], a variant of
actor-critic algorithms, to determine the RL actions A based
on RL states S and RL reward R. In actor-critic algorithms,
there are two key components: 1) actor and 2) critic. Within
deep RL, which integrates neural networks, the actor is the
policy network π(S | θπ ). This network learns a parameterized
policy that maps all states S in one episode to actions A.
The critic is the value network Q(S, A | θQ), responsible for
learning a value function that evaluates the reward R resulting
from taking actions A on states S. Notably, our approach
is end-to-end, meaning that the PGNNs, the policy network,
and the value network are trained jointly, enhancing their
generalization ability.

The details of the training process are illustrated in
Algorithm 1. Graph learning is achieved first to collect circuit
structure and timing path information (lines 5–7). During
warm-up episodes, we randomly sample and store some
transitions in the replay buffer F (lines 8–12), which contains
old experiences from previous episodes. Then, the training
target of our value network Q is to make precise reward
predictions based on varying states, utilizing a loss function
based on the cross-entropy of predicted rewards and ground
truth simulations. The policy network π aims to generate
the action, subject to the state that maximizes the Q-value
that maximize the Q-value, with its loss function being the
gradient of the reward relative to actions (lines 17–18). Upon
completion of training, we achieve a finely tuned value
network and an effective policy network, ready for design
automation to optimize timing.

Once the RL agent is trained for technology mapping
approximation, an overview of the proposed framework is
shown in Fig. 8. In each iteration: 1) prepare data for the
given accurate circuit graph G = (V,E), including timing
wire feature matrices X and adjacency matrix J; 2) select
timing wires to generate Vs and embed feature vectors for
selected timing wires to RL sates S : {si, i ∈ Vs} using PGNNs;
3) generate timing path-aware approximate candidate set C and
construct continuous RL action space based on C; 4) determine
the RL actions A : {ai, i ∈ Vs} in the policy network; 5) map
the actions A to timing path-aware approximate candidates C
for generating approximate circuit; 6) compute the RL reward
R of the generated approximate circuit after taking actions A

Algorithm 1 RL Agent Training Methodology
Input: Circuit graph: G = (V,E); Node feature matrix:
X : {xk,∀k ∈ V}; Adjacency matrix: J; Number of sampled
data batch: Ns; Exponential moving parameter: B; Maximum
search episodes: M; Warm-up episodes: Mw; Replay buffer: F.
Output: PGNN parameters: θg, θa and θ i; Policy Network
parameters: θπ ; Value Network parameters: θQ.

1: {Vs} ← Select independent timing wires on potential
critical paths in G (shown in Section III-B);

2: {C} ← Generate timing path-aware LAC candidate set
(shown in Section III-C);

3: Construct continuous action spaces based on {C};
4: for episode← 1 to M do
5: for i ∈ Vs do
6: si ← Embed xi to generate state si using PGNNs;
7: end for
8: Receive observation states S;
9: Sample a set of actions A randomly;

10: Map actions A to C then obtain the approximate circuit;
11: Compute reward R of the circuit using Equation (13);
12: Store transition (S, A, R) in F;
13: if episode > Mw then
14: Sample a batch of (̂S, Â, R̂) from F;
15: Update θQ by minimizing the loss L:

16: 1
Ns

∑Ns
k=1

(
R̂k − B− Q

(
Ŝk, Âk | θQ

))2

17: Update θπ based on policy gradient ∇θπ J:
18: 1

Ns

∑Ns
k=1 ∇θπ Q

(
Ŝk,

(
π

(
Ŝk

)
| θπ

)
| θQ

)

19: end if
20: end for

on states S using timing and logic error evaluator; Here, timing
analysis focuses on optimized paths; and 7) update the RL
actions A based on RL reward R and states S.

IV. EXPERIMENTAL RESULTS

The timing-driven technology mapping approximation
framework is implemented in Python with the Pytorch library
and trained on a Linux machine with 32 cores and four
NVIDIA Tesla V100 GPUs. The maximum search episodes M
and warm-up episodes Mw are set to be 400 and 100. The train-
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TABLE II
ARITHMETIC BENCHMARK STATISTICS. #P.PATHS REPRESENTS THE

NUMBER OF POTENTIAL CRITICAL PATHS SELECTED IN THE FIRST

OPTIMIZATION ITERATION. THE NUMBER OF TIMING PATH-AWARE LAC
CANDIDATES FOR EACH SELECTED WIRE ON POTENTIAL CRITICAL

PATHS EQUALS 20

TABLE III
RANDOM/CONTROL BENCHMARK STATISTICS. #P.PATHS REPRESENTS

THE NUMBER OF POTENTIAL CRITICAL PATHS SELECTED IN THE FIRST

OPTIMIZATION ITERATION

ing process of our RL agent takes about 12.8 h using parallel
training method A3C [25] on 4 GPUs. We train TSMC 28-nm
and TSMC 16-nm RL frameworks using 28 and 16-nm stan-
dard arithmetic circuits, including different bit-width adders,
multipliers, and divisors. Reward shaping helps meet NMED,
ER, and MRED constraints in different frameworks.

To demonstrate the effectiveness and generalization ability,
we apply our trained framework to nine EPFL arithmetic and
nine EPFL random/control circuits [26] without retraining.
The benchmark statistics are shown in Tables II and III. All
accurate circuits are synthesized with TSMC 28 and 16-nm
technology using Synopsys Design Compiler [27]. Note that
all generated approximate circuits can obtain different timing
and area improvements. In our work, we focus on timing
improvements. For fair comparisons, the generated approxi-
mate circuits are post-optimized in the Design Compiler under
area constraints without adjusting any circuit structure to
compare the timing improvements. The used area constraints
are shown in Table V.

The timing path-aware similarity scores are generated
by logic simulation based on Mentor Modelsim [28]. The
CPDs and worst-arrival time are obtained through aging-
and-variation-aware STA using Synopsys PrimeTime [29]
with aging-aware timing library [17] and variation-aware
timing library [19]. During timing evaluation, the command
timing_pocvm_report_sigma 3 is applied to ensure that critical
paths are selected after considering enough timing guardbands.
Due to no specific application, the signal probabilities of
all gates are computed based on logic simulation when the
signal probabilities of all inputs are set to 0.5. Fig. 9 shows
distributions of signal probability in the divisor and the log2
unit. During logic error evaluation, the NMEDs, ERs, and

TABLE IV
ERROR DISTANCE RESULTS CAUSED BY TIMING ERRORS UNDER

DIFFERENT TIMING GUARDBANDS

(a)

(b)

Fig. 9. Signal probability distribution of gates in the divisor and the Log2
unit. (a) 128-bit divisor. (b) 32-bit log2 unit.

MREDs are calculated through VECBEE [3]. They can be
obtained based on Monte Carlo simulation to input vectors. In
terms of the number of input vectors Npi , we follow the setting
in [3] where Npi = 100 000, which can give a high-accuracy
error estimation.

For the 28-nm framework, we compare the tim-
ing optimization efficiency of our framework, including
optimization results and runtime, with 1) the genetic
algorithm-based method [8], [9]; 2) VECBEE-SASIMI [3]
using the greedy method; 3) a simple RL agent using LAC can-
didates; 4) a modified RL agent using timing path-aware LAC
candidates without GNNs; and 5) an RL agent equipped using
timing path-aware LAC candidates equipped with GCNII [23].

For the 16-nm framework, we compare the timing
optimization efficiency of our framework with 1) the genetic
algorithm-based method [8], [9]; 2) VECBEE-SASIMI [3];
3) PowerX [6] using deep learning to predict ER; 4) SEALS
using [5] sensitivity to achieve fast and accurate error esti-
mation; and 5) HEDALS [4] on critical timing paths. For
head-to-head comparisons, the objectives of all works are
optimizing CPD under error constraints, including NMEDs,
ERs, and MREDs.

A. Timing Errors Under Different Timing guardbands

Timing guardbands are essential to cover aging and
variation-induced timing degradations. Table IV gives the
NMED results of EPFL arithmetic circuits under various tim-
ing guardbands and without guardbands considering. A 5-year
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TABLE V
CPD UNDER FRESH CONDITION CPD-0, CPD UNDER 5-YEAR-AGED CONDITION CPD-5 OF APPROXIMATE CIRCUITS GENERATED BY OUR WORK

AND OTHERS UNDER THE SAME ERROR DISTANCE CONSTRAINT NMEDcon = 0.196%. THE UNITS OF CPD-0 AND CPD-5 ARE PS. AREA CON.
REPRESENTS THE AREA CONSTRAINTS WE USED TO RESYNTHESIZE APPROXIMATE CIRCUITS WITHOUT ADJUSTING CIRCUIT STRUCTURES AND THE

UNIT OF IT IS μm2. THE NMEDS OF ALL APPROXIMATE CIRCUITS ARE A LITTLE SMALLER THAN OR EQUAL TO 0.196%

aging condition is applied. D is the delay distribution of the
most critical path after considering aging and variations. And
μ(D) and σ(D) represent mean and standard deviation values
of the delay distribution D, respectively. According to the
results, μ(D) + 3σ(D) can avoid the majority of timing errors
in our experiments.

B. Optimization Results of the 28-nm Framework

Table V demonstrates the timing results under the error
distance constraint NMEDcon set to (20/210 − 1) ≈ 0.196%.
We observe that the approximate circuits generated by our
framework can outperform other state-of-the-art works. The
critical path delay of the fresh (CPD-0) and the 5-year-
aged condition (CPD-5) are examined for each circuit. All
test algorithms are terminated when the 5-year-aged criti-
cal path delay (CPD-5) no longer decreases or the error
distance (NMED) exceeds the constraint across 10 consec-
utive iterations, using CPD-5 in our RL reward R. Overall,
our framework achieves an average 25.41% CPD reduction
under the fresh condition and an average 26.92% critical
path reduction under the 5-year-aged condition. It means
the aging-and-variation-induced timing guardbands of accurate
circuits can be eliminated effectively through our work. After
analyzing the results, we summarize our findings below.

1) We use the trained RL agent to achieve timing
optimization on unseen circuits. The results suggest that
our work can generalize across various designs with
different functions and scales.

2) We achieve significant reductions of CPD under error
distance constraints. It means approximate circuits gen-
erated by our work are fast and accurate.

3) Compared with the genetic and greedy method, our RL-
based work can achieve much better-timing optimization
performance after constructing reasonable action space
and considering timing information.

4) Comparing the modified RL agent with the simple RL
agent, the modified work can achieve larger timing
optimization. Thus, the effectiveness of timing path-
aware LAC candidates can be proved.

5) Compared with the GCNII-RL agent, our work
achieves better-optimization performance benefiting
from modeling timing paths accurately in our RL state
representations.

Fig. 10. Average critical path delay CPD-5 ratios of the approximate circuits
obtained by our work and others over the accurate circuits under different
error distance constraints NMEDcon.

We compare the performance of our framework with
others under different error distance constraints NMEDcon,
including (5/210 − 1) ≈ 0.048%, (10/210 − 1) ≈ 0.098%,
(15/210 − 1) ≈ 0.147%, (20/210 − 1) ≈ 0.196%, and
(25/210 − 1) ≈ 0.244%. In Fig. 10, we illustrate how the
average CPD ratio varies with these error distance constraints.
The results indicate that our generated approximate circuits
consistently achieve greater reductions in CPD. This signifies
thatour frameworkcanattainhigher levelsof timingoptimization
while meeting diverse functional accuracy requirements.

To illustrate the effectiveness of the approximated circuits
generated by our work across the entire design space, we
compare the timing improvements under a range of area
constraints. Fig. 11 shows a comparison of CPD versus area
constraints for approximate circuits developed by different
methods when NMEDcon = (20/210 − 1) ≈ 0.196%. The
approximate circuits generated by our work outperform other
works across all area constraints, showcasing the breadth and
effectiveness of our optimizations. This achievement highlights
our framework’s ability to fulfill diverse design requirements
with superior timing optimization performance.

The focus of our work is on achieving timing optimization
within error constraints. Interestingly, this process also tends
to result in power reduction due to the nature of the approxi-
mations applied. PrimeTime measures the power consumption
after gate-level simulation. The results of different approxi-
mated circuits are shown in Table VI. It is noted that aging
effects typically increase transistor threshold voltage, leading
to reductions in both leakage and dynamic power consump-
tion [8]. Consequently, the power consumption of aged circuits
is generally lower than that of their fresh counterparts.
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(a) (b) (c) (d)

Fig. 11. Critical path delay CPD-5 ratios of the approximate circuits generated by different works over different area constraints for four different designs.
Area Con. Ratio represents the ratio of new area constraints over original area constraints shown in Table V. (a) Divisor. (b) Log2 unit. (c) Shifter. (d) Sine unit.

TABLE VI
POWER CONSUMPTION UNDER FRESH CONDITION POW-0, POWER CONSUMPTION UNDER 5-YEAR-AGED CONDITION POW-5 OF

APPROXIMATE CIRCUITS GENERATED BY OUR WORK AND OTHERS UNDER THE SAME ERROR DISTANCE CONSTRAINT

NMEDcon = 0.196%. THE UNITS OF POW-0 AND POW-5 ARE mW

TABLE VII
CPD UNDER FRESH CONDITION CPD-0, CPD UNDER 5-YEAR-AGED CONDITION CPD-5 OF APPROXIMATE CIRCUITS GENERATED BY OUR

WORK AND OTHERS USING TSMC 16-nm Technologies UNDER THE SAME ERROR DISTANCE CONSTRAINT NMEDcon = 0.196%.
THE NMEDS OF ALL APPROXIMATE CIRCUITS ARE A LITTLE SMALLER THAN OR EQUAL TO 0.196%

C. Optimization Results of the 16-nm Framework

The 16-nm frameworks for meeting different kinds of error
constraints are trained based on TSMC 16-nm standard arith-
metic circuits, including various bit-width adders, multipliers,
and divisors. Table VII demonstrates the performance of
approximate circuits generated by the 16-nm framework under
the NMED constraint. The constraint NMEDcon is set to
(20/210 − 1) ≈ 0.196%. Our evaluation includes analyz-
ing the critical path delay for both fresh (CPD-0) and the
5-year-aged condition (CPD-5) of each circuit. Notably, 16-nm
technology exhibits greater sensitivity to process variations
and aging effects than 28-nm technology, making it challeng-
ing for other methods to optimize timing effectively. However,
our framework successfully overcomes this, achieving an
average reduction of 27.59% in CPD-0 for fresh conditions
and 28.92% in CPD-5 for aged conditions.

For other kinds of error constraints, the 16-nm framework
is retrained by reward shaping. Table VIII demonstrates the
timing results under ER constraint ERcon setting to 2% for

random/control circuits. And Table IX demonstrates the timing
results under error distance constraint MREDcon setting to
(40/210 − 1) ≈ 0.392% for arithmetic circuits. Under error
rate ER constraints, the approximate circuits generated by our
framework achieve an average 21.93% CPD reduction under
the fresh condition and an average 24.55% reduction under
the 5-year-aged condition. Under relative mean error distance
MRED constraints, the approximate circuits generated by our
framework achieve an average 22.09% CPD reduction under
the fresh condition and an average 30.65% reduction under
the 5-year-aged condition.

Fig. 12(a) plots how the average CPD ratio changes
with error distance constraints NMEDcon under the TSMC
16-nm technology. The frameworks PowerX [6], VECBEE-
SASIMI [3], SEALS [5], although expedient in error
prediction, face limitations in their accuracy, impacting overall
efficacy. HEDALS [4] optimizes timing performance through
approximate computing on critical paths but tends to yield
local optima due to its greedy algorithm and independent

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on August 23,2024 at 00:44:29 UTC from IEEE Xplore.  Restrictions apply. 



YE et al.: TIMING-DRIVEN TECHNOLOGY MAPPING APPROXIMATION BASED ON REINFORCEMENT LEARNING 2765

TABLE VIII
CPD UNDER FRESH CONDITION CPD-0, CPD UNDER 5-YEAR-AGED CONDITION CPD-5 OF APPROXIMATE CIRCUITS GENERATED

BY OUR WORK AND OTHERS UNDER THE SAME ER CONSTRAINT ERcon = 2%. THE ERs OF ALL APPROXIMATE

CIRCUITS ARE SLIGHTLY SMALLER THAN OR EQUAL TO 2%

TABLE IX
CPD UNDER FRESH CONDITION CPD-0, CPD UNDER 5-YEAR-AGED CONDITION CPD-5 OF APPROXIMATE CIRCUITS GENERATED BY OUR

WORK AND OTHERS UNDER THE SAME ERROR DISTANCE CONSTRAINT MREDcon = 0.392%. THE MREDs OF ALL APPROXIMATE

CIRCUITS ARE A LITTLE SMALLER THAN OR EQUAL TO 0.392%

TABLE X
OPTIMIZATION RUNTIME (MIN.) COMPARISON

path-by-path consideration. Our RL-based framework, by
contrast, generates approximate circuits with greater reduc-
tions in CPD by incorporating a more comprehensive analysis
of timing path information. Fig. 12(b) and (c) plot how the
average CPD ratio changes with error distance constraints
ERcon and MREDcon, respectively. In summary, our work can
achieve more CPD reduction when compared with other works
under different error constraints.

D. Optimization Runtime

Table X demonstrates the runtime for timing optimization
across different methods under error distance constraints,
showing that our work optimizes the smallest design (Adder)
in 8.91 min and the largest one (Div) in 193.86 min.
Our method is slightly more time-consuming than others
in one iteration due to accurate aging-and-variation-aware
timing analysis on a limited number of optimized paths using
PrimeTime [29]. As demonstrated in Fig. 13, the bulk of
runtime in one iteration about 70% is consumed by logic
error and timing evaluation for both HEDALS [4] and our
work. Thus, the overall runtime is predominantly influenced

by the convergence speed of the optimization algorithms. Our
framework benefits from an accelerated convergence speed,
resulting in faster optimization and more enhanced scalability,
which is particularly advantageous for large-scale circuits. This
acceleration is achieved through a well-designed action space,
an optimal optimization policy, and applying multiple LACs
in each iteration.

E. Statistics on LACs

Fig. 14 displays the average percentage of different
types of LACs, including wire-by-constant and wire-by-wire
replacements, across various circuits under NMED, ER, and
MRED constraints. It reveals that wire-by-wire replacements
are more prevalent, constituting 67.6%, 59.8%, and 70.5%
under NMED, ER, and MRED constraints, respectively. The
lower prevalence of wire-by-wire replacements under ER
constraints is attributed to the relative ease of maintaining
low ERs compared to error distances in design automation.
Moreover, since wire-by-constant replacements tend to offer
larger timing optimization benefits, their usage increases under
ER constraints.

F. Why Our RL-Based Work Is Effective?

The experimental results show that the timing performance
of approximated circuits generated by our work under different
error constraints outperforms all other methods. As shown
in Table XI, we compare our work with other methods. In
summary, the improved efficacy of our work is achieved by
the following.

1) More Collected Information: First, the circuit struc-
ture information is important to avoid an accuracy loss
that is too high after approximate computing. The structure
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(a) (b) (c)

Fig. 12. Average critical path delay CPD-5 ratios of the approximate circuits obtained by our work and others over the accurate circuits using TSMC 16-nm
technology under different error constraints (a) NMEDcon; (b) ERcon; (c) MREDcon.

(a) (b)

Fig. 13. Runtime breakdown in one iteration of (a) HEDALS [4] and (b) our
work.

Fig. 14. Average percentage of different LACs under different error
constraints: (a) NMEDcon; (b) ERcon; and (c) MREDcon.

information about relationships between one gate and output
is defined as sensitivity in SEALS [5]. The simple deep
learning method [6] cannot handle circuit structure while it
is collected via graph learning efficiently in our work. In
addition, timing information on timing paths is critical for
optimization. Among previous works, HEDALS [4] is the only
one considering timing path information. However, it cannot
consider timing information on multiple timing paths jointly
where one LAC on one path can achieve timing optimization,
which might cause timing degradation on other paths due to
load increase. Finally, the relationship between timing paths
and LACs should be mined and used. However, it has been
ignored in previous works.

2) Better-Optimization Strategy: The solution space of
approximate logic optimization and technology mapping
approximation is always very large. Dynamic optimization
can solve it more efficiently than static methods. Traditional
algorithms used in other works, including greedy and genetic
algorithms, are constructed based on static optimization. RL
is based on the Markov decision process, which solves the
optimization problem in a dynamic way [30]. In addition,
the trained RL framework outputs an optimal policy network

TABLE XI
WORK COMPARISON FROM DIFFERENT VIEWS

rather than just optimal actions generated via traditional
optimization methods. It helps us to obtain stable performance.
More importantly, many RL frameworks that focus on solv-
ing similar problems can share knowledge to improve their
efficiency. In our work, similar problems are achieving timing
optimization under different error constraints and different
technology nodes.

V. CONCLUSION AND FUTURE WORKS

This work proposes and implements a timing-driven tech-
nology mapping approximation framework based on RL
to optimize aging-and-variation-aware timing under error
distance constraints. The high-efficiency and powerful gen-
eralization ability of our RL framework come from two
key strategies: 1) accurately modeling timing paths while
embedding RL states using PGNNs and 2) considering the
relationship between LACs and timing paths when construct-
ing RL action spaces. Experimental results with open-source
designs demonstrate the superior efficiency of our framework
over existing approaches, both in results and runtime. While
this work concentrates on technology mapping approxima-
tion, future endeavors aim to integrate approximate logic
optimization for enhanced timing optimization.

REFERENCES

[1] R. Huang et al., “Variability-and reliability-aware design for 16/14 nm
and beyond technology,” in Proc. IEEE Int. Electron Devices Meet.
(IEDM), 2017, pp. 12.4.1–12.4.4.

[2] Z. Zhang, Z. Guo, Y. Lin, R. Wang, and R. Huang, “AVATAR: An
aging- and variation-aware dynamic timing analyzer for application-
based DVAFS,” in Proc. ACM/IEEE Design Autom. Conf. (DAC), 2022,
pp. 841–846.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on August 23,2024 at 00:44:29 UTC from IEEE Xplore.  Restrictions apply. 



YE et al.: TIMING-DRIVEN TECHNOLOGY MAPPING APPROXIMATION BASED ON REINFORCEMENT LEARNING 2767

[3] S. Su et al., “VECBEE: A versatile efficiency–accuracy configurable
batch error estimation method for greedy approximate logic synthesis,”
IEEE Trans. Comput.-Aided Design Integr. Circuits Syst. (TCAD),
vol. 41, no. 11, pp. 5085–5099, Nov. 2022.

[4] C. Meng, Z. Zhou, Y. Yao, S. Huang, Y. Chen, and W. Qian,
“HEDALS: Highly efficient delay-driven approximate logic synthesis,”
IEEE Trans. Comput.-Aided Design Integr. Circuits Syst., vol. 42, no. 11,
pp. 3491–3504, Nov. 2023.

[5] C. Meng et al., “SEALS: Sensitivity-driven efficient approximate logic
synthesis,” in Proc. 59th ACM/IEEE Design Autom. Conf., 2022,
pp. 439–444.

[6] G. Pasandi, M. Peterson, M. Herrera, S. Nazarian, and M. Pedram,
“Deep-PowerX: A deep learning-based framework for low-power
approximate logic synthesis,” in Proc. ACM/IEEE Int. Symp. Low Power
Electron. Design, 2020, pp. 73–78.

[7] S. Hashemi, H. Tann, and S. Reda, “BLASYS: Approximate logic
synthesis using Boolean matrix factorization,” in Proc. ACM/IEEE
Design Autom. Conf. (DAC), 2018, pp. 1–6.

[8] K. Balaskas, G. Zervakis, H. Amrouch, J. Henkel, and K. Siozios,
“Automated design approximation to overcome circuit aging,” IEEE
Trans. Circuits Syst. I, Reg. Papers, vol. 68, no. 11, pp. 4710–4721,
Nov. 2021.

[9] K. Balaskas, F. Klemme, G. Zervakis, K. Siozios, H. Amrouch, and
J. Henkel, “Variability-aware approximate circuit synthesis via genetic
optimization,” IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 69, no. 10,
pp. 4141–4153, Oct. 2022.

[10] S. Salamin, G. Zervakis, O. Spantidi, I. Anagnostopoulos, J. Henkel,
and H. Amrouch, “Reliability-aware quantization for anti-aging NPUs,”
in Proc. IEEE/ACM Design, Autom. Test Europe (DATE), 2021,
pp. 1460–1465.

[11] H. Wang et al., “GCN-RL circuit designer: Transferable transistor
sizing with graph neural networks and reinforcement learning,” in Proc.
ACM/IEEE Design Autom. Conf. (DAC), 2020, pp. 1–6.

[12] Y.-C. Lu, S. Nath, V. Khandelwal, and S. K. Lim, “RL-sizer: VLSI gate
sizing for timing optimization using deep reinforcement learning,” in
Proc. ACM/IEEE Design Autom. Conf. (DAC), 2021, pp. 733–738.

[13] A. Agnesina, K. Chang, and S. K. Lim, “VLSI placement parameter
optimization using deep reinforcement learning,” in Proc. IEEE/ACM
Int. Conf. Comput.-Aided Design (ICCAD), 2020, pp. 1–9.

[14] G. Pasandi, S. Nazarian, and M. Pedram, “Approximate logic synthesis:
A reinforcement learning-based technology mapping approach,” in Proc.
IEEE Int. Symp. Qual. Electron. Design (ISQED), 2019, pp. 26–32.

[15] J. Schlachter, V. Camus, K. V. Palem, and C. Enz, “Design and
applications of approximate circuits by gate-level pruning,” IEEE Trans.
Very Large Scale Integr. Syst. (TVLSI), vol. 25, no. 5, pp. 1694–1702,
May 2017.

[16] S. Venkataramani, K. Roy, and A. Raghunathan, “Substitute-and-
simplify: A unified design paradigm for approximate and quality
configurable circuits,” in Proc. IEEE/ACM Design, Autom. Test Eurpoe
(DATE), 2013, pp. 1367–1372.

[17] H. Amrouch, B. Khaleghi, A. Gerstlauer, and J. Henkel, “Reliability-
aware design to suppress aging,” in Proc. ACM/IEEE Design Autom.
Conf. (DAC), 2016, pp. 1–6.

[18] B. Tudor et al., “MOSRA: An efficient and versatile MOS aging
modeling and reliability analysis solution for 45 nm and below,” in
Proc. 10th IEEE Int. Conf. Solid-State Integr. Circuit Technol., 2010,
pp. 1645–1647.

[19] A. B. Kahng, “New game, new goal posts: A recent history of
timing closure,” in Proc. ACM/IEEE Design Autom. Conf. (DAC), 2015,
pp. 1–6.

[20] (Synopsys, Inc., Sunnyvale, CA, USA). PrimeLib User Guide.
(2023). [Online]. Available: https://www.synopsys.com/implementation-
and-signoff/signoff/primelib.html

[21] X. Wang, S. Tao, J. Zhu, Y. Shi, and W. Qian, “AccALS: Accelerating
approximate logic synthesis by selection of multiple local approximate
changes,” in Proc. ACM/IEEE Design Autom. Conf. (DAC), 2023,
pp. 1–6.

[22] K. Cho et al., “Learning phrase representations using RNN encoder-
decoder for statistical machine translation,” 2014, arXiv:1406.1078.

[23] M. Chen, Z. Wei, Z. Huang, B. Ding, and Y. Li, “Simple and deep graph
convolutional networks,” in Proc. Int. Conf. Mach. Learn. (ICML), 2020,
pp. 1725–1735.

[24] T. P. Lillicrap et al., “Continuous control with deep reinforcement
learning,” 2015, arXiv:1509.02971.

[25] V. Mnih et al., “Asynchronous methods for deep reinforcement learning,”
in Proc. 33rd Int. Conf. Mach. Learn. (ICML), 2016, pp. 1928–1937.

[26] (EPFL, Lausanne, Switzerland). The EPFL Combinational Benchmark
Suite. (2019). [Online]. Available: https://lsi.epfl.ch/page-102566-en-
html/benchmarks/,

[27] (Synopsys, Inc., Sunnyvale, CA, USA). Design Compiler User
Guide. (2023). [Online]. Available: https://www.synopsys.com/zh-
cn/implementation-and-signoff/rtl-synthesis-test/design-compiler-graphi
cal.html

[28] (Mentor Graphics Corporation, Wilsonville, OR, USA). Modelsim User
Guide. (2023). [Online]. Available: https://eda.sw.siemens.com/en-
US/ic/modelsim/.

[29] (Synopsys, Inc., Sunnyvale, CA, USA). PrimeTime User Guide.
(2023). [Online]. Available: https://www.synopsys.com/cgi-bin/imp/
pdfdla/pdfr1.cgi?file=primetime-wp.pdf

[30] D. Bertsekas, Reinforcement Learning and Optimal Control. Nashua,
NH, USA: Athena Sci., 2019.

Yuyang Ye received the M.Sc. degree from The
Hong Kong University of Science and Technology,
Hong Kong, in 2020. He is currently pursing the
Ph.D. degree with the National ASIC Research
Center, Southeast University, Nanjing, China.

His current research interests include machine
learning for EDA, timing analysis, and optimization.

Dr. Ye received the Best Student Paper Award
from ICSICT 2022.

Tinghuan Chen (Member, IEEE) received the
B.Eng. and M.Eng. degrees in electronics engineer-
ing from Southeast University, Nanjing, China, in
2014 and 2017, respectively, and the Ph.D. degree in
computer science and engineering from The Chinese
University of Hong Kong, Hong Kong, in 2021.

He is currently an Assistant Professor with the
School of Science and Engineering, The Chinese
University of Hong Kong, Shenzhen, China. His
research interests include machine learning for EDA
and deep learning accelerators.

Yifei Gao received the B.Eng. degree from
Southeast University, Nanjing, China, in 2021,
where he is currently pursing the M.Eng. degree with
the National ASIC Research Center.

His current research interests include timing
analysis and optimization.

Hao Yan (Member, IEEE) received the B.S. degree
from the Dalian University of Technology, Dalian,
China, in 2011, and the M.S. and Ph.D. degrees from
Southeast University, Nanjing, China, in 2014 and
2018, respectively.

He is currently an Associate Professor with
the National ASIC Research Center, Southeast
University. His research focuses on design method-
ology for wide-voltage and high-efficiency design,
including timing analysis and optimization.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on August 23,2024 at 00:44:29 UTC from IEEE Xplore.  Restrictions apply. 



2768 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 43, NO. 9, SEPTEMBER 2024

Bei Yu (Senior Member, IEEE) received the
Ph.D. degree from The University of Texas at
Austin, Austin, TX, USA, in 2014.

He is currently an Associate Professor with the
Department of Computer Science and Engineering,
The Chinese University of Hong Kong, Hong Kong.

Dr. Yu received ten Best Paper Awards from
IEEE TSM 2022, DATE 2022, ICCAD 2021 and
2013, ASPDAC 2021 and 2012, ICTAI 2019,
Integration, the VLSI Journal in 2018, ISPD 2017,
SPIE Advanced Lithography Conference 2016, and

six ICCAD/ISPD contest awards. He has served as a TPC Chair for
ACM/IEEE Workshop on Machine Learning for CAD, and in many journal
editorial boards and conference committees. He is an Editor of IEEE TCCPS
Newsletter.

Longxing Shi (Senior Member, IEEE) received
the B.S., M.S., and Ph.D. degrees from Southeast
University, Nanjing, China, in 1984, 1987, and 1992,
respectively.

From 1992 to 2000, he was an Associate
Professor with the School of Electronic Science
and Engineering, Southeast University, where he has
been a Professor and the Dean of the National ASIC
Research Center since 2001. He has authored one
book and over 130 articles. His current research
interest includes ultra-low power IC design and
design methodology.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on August 23,2024 at 00:44:29 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


