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Abstract. With uncorrelated Gaussian factors extended to mutually independent factors beyond
Gaussian, the conventional factor analysis is extended to what is recently called independent factor
analysis. Typically, it is called binary factor analysis (BFA) when the factors are binary and called
non-Gaussian factor analysis (NFA) when the factors are from real non-Gaussian distributions. A
crucial issue in both BFA and NFA is the determination of the number of factors. In the literature
of statistics, there are a number of model selection criteria that can be used for this purpose. Also,
the Bayesian Ying-Yang (BYY) harmony learning provides a new principle for this purpose. This
paper further investigates BYY harmony learning in comparison with existing typical criteria,
including Akaik’s information criterion (AIC), the consistent Akaike’s information criterion
(CAIC), the Bayesian inference criterion (BIC), and the cross-validation (CV) criterion on
selection of the number of factors. This comparative study is made via experiments on the data sets
with different sample sizes, data space dimensions, noise variances, and hidden factors numbers.
Experiments have shown that for both BFA and NFA, in most cases BIC outperforms AIC, CAIC,
and CV while the BY'Y criterion is either comparable with or better than BIC. In consideration of
the fact that the selection by these criteria has to be implemented at the second stage based on a set
of candidate models which have to be obtained at the first stage of parameter learning, while BY'Y
harmony learning can provide not only a new class of criteria implemented in a similar way but
also a new family of algorithms that perform parameter learning at the first stage with automated
model selection, BYY harmony learning is more preferred since computing costs can be saved
significantly.
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1. Introduction

Factor analysis (FA) is a well-known multivariate analysis technique in help of
the following linear model [3, 35].

x=Ay+c+e, (1)

* Corresponding author.
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where x is a d-dimensional random vector of observable variables, e is a d-
dimensional random vector of unobservable noise variables and is drawn from
Gaussian, 4 is a d X k loading matrix, c is a d-dimensional mean vector and y is a
k-dimensional random vector of unobservable mutually uncorrelated Gaussian
factors. y and e are mutually independent. However, FA is not appropriately
applicable to the real world data that cannot be described as generated from
Gaussian factors. With uncorrelated Gaussian factors extended to mutually in-
dependent factors beyond Gaussian, FA is extended to what is recently called
independent factor analysis. Typically, it is called binary factor analysis (BFA)
when the factors are binary and called non-Gaussian factor analysis (NFA) when
the factors are from real non-Gaussian distributions.

In practice, BFA has been widely used in various fields, especially the social
science such as the area of political science, educational testing, psychological
measurement as well as the tests of disease severity, etc. [26]. Also, it can be used
for data reduction [30]. There are many studies made on BFA, under the names
of latent trait model (LTA), item response theory (IRT) models as well as latent
class model [5, 14]. Another typical example is the multiple cause model that
considers the observed samples generated from independent binary hidden fac-
tors [13, 22]. One other type of examples includes the auto-association network
that is trained by back-propagation via simply copying input as the desired output
[8, 9], and the LMSER self-organizing [27].

NFA can avoid the rotation and additive indeterminacies encountered by
classical FA. It also relaxes the impractical noise-free assumption for independent
component analysis (ICA) [32, 34]. In recent years, studies related to NFA have
been carried out. One kind of examples consists of the efforts under the name
noisy ICA. One example is given in [15] where a so-called joint maximum like-
lihood is considered to be maximized. However, a rough approximation is
actually used there and also how to specify a scale remains an open problem yet
[34]. Some other noisy ICA examples are also referred to [12, 16]. In [19], an
approach that exactly implements ML learning for the model Equation (1) was
firstly proposed. Similar to [29, 37], they considered modelling each non-
Gaussian factor by a Gaussian mixture. In help of a trick that the product of
summations is equivalently exchanged into a summation of products, the integral
in computing likelihood becomes a summation of a large number of analytically
computable integrals on Gaussians, which makes an exact ML learning on
Equation (1) implemented by an exact EM algorithm. The same approach has
been also published in [4] under the name of independent factor analysis. How-
ever, the number of terms of computable integrals on Gaussians grows expo-
nentially with the number of factors and it correspondingly incurs exponentially
growing computing costs. In contrast, computing costs of implementing the NFA
algorithms in [32, 34] grow only linearly with the number of factors, as dem-
onstrated in [18, 34].
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One other crucial issue in implementing BFA and NFA is appropriately
determining the number of hidden factors, i.e., the dimension of y in Equation (1),
which is a typical model selection problem. In literature of statistical learning,
many efforts have been made on model selection via a two-phase style im-
plementation that first conducts parameter learning on a set of candidate models
under the maximum likelihood (ML) principle and then select the ‘optimal’
model among the candidates according to a given model selection criterion.
Popular examples of such criteria include the Akaike’s information criterion
(AIC) [1, 2], Bozdogan’s consistent Akaike’s information criterion (CAIC) [10],
Schwarz’s Bayesian inference criterion (BIC) [23] which formally coincides with
Rissanen’s minimum description length (MDL) criterion [6, 20], and cross-
validation (CV) criterion [25]. Such criteria can also be used to the model
selection of BFA and NFA, in help of a two-phase implementation.

The Bayesian Ying-Yang (BYY) harmony learning was proposed as a unified
statistical learning framework firstly in 1995 [28] and systematically developed
in past years. BYY harmony learning consists of a general BYY system and a
fundamental harmony learning principle as a unified guide for developing new
regularization techniques, a new class of criteria for model selection, and a new
family of algorithms that perform parameter learning with automated model
selection [32-34, 36]. By applying BYY learning to BFA and NFA respectively,
not only new criteria for model selection in BFA and NFA are obtained, but also
adaptive algorithms are developed that perform BFA and NFA with an
appropriate number of hidden factors automatically determined during adaptive
learning [32]. This paper further investigates the BY'Y model selection criterion
in comparison with the criteria of AIC, CAIC, BIC, and CV for the model
selection of BFA and NFA respectively.

This comparative study is carried out via experiments on simulated data sets
with different sample sizes, data space dimensions, noise variances, and hidden
factors numbers. Experiments on both BFA and NFA have shown that the
performance of BIC is superior to AIC, CAIC, and CV in most cases. The BYY
criterion is, in most cases, comparable with or even superior to the best among of
BIC, AIC, CAIC, and CV. In consideration that the selection by these criteria has
to be implemented at the second stage based on a set of candidate models which
have to be obtained at the first stage of parameter learning, while BY'Y harmony
learning can also be implemented by algorithms that perform parameter learning
with automated model selection with computing costs saved significantly, BY'Y
harmony learning is a more preferred tool for NFA.

The rest of this paper is organized as follows. Section 2 briefly describes the
BFA and NFA via the maximum likelihood learning. In Section 3, we further
introduce not only the criteria AIC, CAIC, BIC, and CV, but also the BYY
criterion for the model selection of BFA and NFA. Comparative experiments are
given in Section 4 and a conclusion is made in Section 5.
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2. ML Learning for Binary Factor Analysis and
Non-Gaussian Factor Analysis

2.1. BINARY FACTOR ANALYSIS AND ML LEARNING

The model Equation (1) is called binary factor analysis (BFA) when y is a binary
random vector, which comes from the following multivariate Bernoulli
distribution [32, 35]:

k
p0) = [T [ (V) + (1 = )8 (1 =) (2)
j=1
where g; is the probability that ' takes the value 1. In this paper, we consider
that e is from a spherical Gaussian distribution for the binary factor analysis

model, i.e., p(x|y) has the following form:
p(x|y) = G(x[dy + ¢, 0°I) (for BFA) (3)

where G(x|dy + ¢, 0°I) denotes a multivariate normal (Gaussian) distribution
with mean Ay + ¢ and spherical covariance matrix o°/, with 7 being a d x d
identity matrix.

Given k and a set of observations {x,}7 - |, the parameters 6 = {4, c, 02} is
usually estimated via maximum likelihood learning. That is,

0 = arg meaxL(H). (4)

For BFA, L(0) is the following log likelihood function
LO)= 2 n (p()= 2 n [ plb)p(). 5)
t= t= ye

where D is the set that contains all possible values of a binary vector y.
This problem Equation (4) can be implemented by the EM algorithm that
iterates the following steps [7, 30]:

Step 1: calculate p(y|x,) by

_ pxp(y)
POk) = > epPxy)p(y) ©)

Step 2: update 4, ¢ and o° by

n n -1
4= (Z > p(e) (x — C)yT> (Z Zp(ylxz)ny> , (7)

t=1 yeD t=1 yeD
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e =SS Pt - ), )

t=1 yeD

and

? =3 S pllel? ©)

t=1 yeD

where e, = x, — A

y_C.

2.2. NON-GAUSSIAN FACTOR ANALYSIS AND ML LEARNING

The model Equation (1) is called non-Gaussian factor analysis (NFA) when y is a
non-Gaussian random real vector. In this paper we consider that each non-
Gaussian factor y(’) is described by a Gaussian mixture distribution [19, 32, 34]:

k

P =11 [pj (y”)ﬂ D) (y‘j)> = iﬁj,qu(y(j)‘ﬂjﬂj’ Uﬁw)- (10)
4=

j=1
Also, we consider p(x|y) in the following form:

pxly) = Glx|dy, %), (11)

where X is the covariance matrix of error e. For simplification, we preprocess the
observable data to be zero mean such that the unknown parameter ¢ in Equation
(1) can be ignored.

In implementation of NFA, the unknown parameters ¢ consists of the mixing
matrix 4, the covariance matrix %, and the parameters 0; = {3, 14, 07, } for
each factor /. Given a number k of factors and the number k; for each factor
¥ (denoted by K = {k, {k;}}) as well as a set of observations {x,}; - |, maximum
likelihood learning by Equation (4) is still used for estimating 6, with the
following log likelihood function:

L) =D (ple) = > ( [ ptsiiptnas). (12)
t= t=1

which cannot be implemented by the EM algorithm as the integral in this
function is analytically intractable. In [19], a missing data g = [q1, ¢2,.--, qx] 1S
used to indicate which factor is generated by the corresponding Gaussian
component, and then p(y) in Equation (10) is expressed as a mixture of Gaussian
products. As a result, the integral becomes a summation of a large number of
analytically computable integrals on Gaussians, which makes an exact ML
learning on Equation (1) implemented by an exact EM algorithm. The same
approach has been also published in [4] under the name of independent factor
analysis.
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Specifically, each state ¢; in g indicates the factor y(/) generated by the g;th
Gaussian component and each state g corresponds to a k-dimensional Gaussian
density with the mixing proportion f3,, mean p,, and diagonal covariance matrix
V, as follows:

k
By = Hﬂjﬂf =g Bra
j=1

T (13)
Mg = [Ul,qu'“ 7;uk,qk] 5

V,= diag(othl e ,oi_’qk>,

where the notation diag(d, . . ., d;) denotes a diagonal matrix with the diagonal
elements being dy, . . . , d.
Thus, the form of p(y) in Equation (10) can be rewritten as

) =D BsG|1gs Va), (14)

where the summation > =3 ,...,> . Also, the form of p(q) and p(x|q)
can be written as

(@) =By pxlg) = G(x|4,,, AV, A" +2). (15)

The EM algorithm for solving Equation (12) is given in the following steps
[4, 19]:

Step E: calculate p(q|x,) by

p(q)p(xlq)
Pa) = et (16)
plgix) = > plalx), (17)
{‘Ii}i#

where E{q by denotes summation over {q; - ;}, holding ¢; fixed.

Step M: update 4, T and G, g, 0 ]‘I/ by

-1

a=3D)($000) 8)

:lixxT—li:x<yT>AT (19)
n t=1 o n t=1 e ’
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 Siap(ehn) (F)

g = n 20
7 thlp(qj|xf) ( )
S0 plae) (172
= 2N o
Big = %;p(qﬂx,), (22)
respectively, where
) = 2 p(alx)hy,
q
(o) = Lp(gl) (hh? + M, ),
q
() = 5 plak(hy),:
' {qi}i%j (23)
(W) = 5 plalx) (el +M,)
{Qi}i#j o

-1
My= (AT A
hq = Mq <AT271 Xt + Vq_l,uq),

where (h,); means the jth element of vector 4,,.

Obviously, the number of terms in the summation > =) ....,> .
grows exponentially with &, and correspondingly incurs that computing costs
exponentially grows with k. This is a serious disadvantage of this approach.

3. Factor Number Determination
3.1. TYPICAL MODEL SELECTION CRITERIA

The other crucial issue in implementing BFA and NFA is appropriately
determining k for BFA and K = {k, {k;}} for NFA, which is a typical model
selection problem. In literature of statistical learning, many efforts have been
made on model selection via a two-phase style implementation that first conducts
maximum likelihood learning on a set of candidate models and then selects the
‘optimal’ model among the candidates according to a given model selection
criterion. Here, we only describe the detail for NFA as an example. BFA is
similar except that only & need to be determined.

Given a range of values of & from k,,;, to k,,,, and a range of values of each k;
from k; . to k; ., which forms a domain D for K = {k, k;}. First, we estimate the

max >
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parameters 6 under the ML learning principle at each specific k£ and K € D.
Second, we make the following selection

R =arg rrll{in{J(GA, K), Ke D}, (24)

where J (é, K) is a given model selection criterion.

Three typical model selection criteria are the Akaike’s information criterion
(AIC) [1, 2], its extension called Bozdogan’s consistent Akaike’s information
criterion (CAIC) [10], and Schwarz’s Bayesian inference criterion (BIC) [23]
which coincides with Rissanen’s minimum description length (MDL) criterion
[6, 20]. These three criteria can be summarized into the following general form
[24]

J(?), K) - —2L<é) + W(n)U(K) (25)

where L(é) is the log likelihood Equation (4) based on the ML estimation )
under a given K, and U(K) =(d — 2)k+ 0.5d(d + 1) + Z’,‘- =1(3k; — 1) + 1 is the
number of free parameters in the K-model for NFA. Moreover, W(n) is a function
with respect to the number of observations as follows:

— W(n) =2 for Akaike’s information criterion (AIC) [1, 2],

— W(n) = In(n) + 1 for Bozdogan’s consistent Akaike’s information criterion
(CAIC) [10],

—  W(n) = In(n) for Schwarz’s Bayesian inference criterion (BIC) [23].

For BFA, the number of free parameters in a k-factor model is U(k) = d(k + 1)+1.
Another well-known model selection technique is cross-validation (CV), by
which data are repeatedly partitioned into two sets, one is used to build the model
and the other is used to evaluate the statistic of interest [25]. For the ith partition,
let E; be the data subset used for testing and £_; be the remainder of the data
used for training, the cross-validated log likelihood for a K-factor model is

J(é, K) - —%ZM:L@(E_,-)IEI-) (26)

i=1

where m is the number of partitions, A@(E _;) denotes the ML parameter estimates
from the ith training subset, and L(6(E_;)|E;) is the log likelihood evaluated on
the data set E;. Featured by m, it is usually referred as making a m-fold cross-
validation or shortly m-fold CV.

3.2. BYY HARMONY LEARNING

Bayesian Ying-Yang (BYY) learning was proposed as a unified statistical
learning framework firstly in [28] and systematically developed in past years.
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From the perspective of general learning framework, the BYY harmony learning
consists of a general BYY system and a fundamental harmony learning principle
as a unified guide for developing new regularization techniques, a new class of
criteria for model selection, and a new family of algorithms that perform
parameter learning with automated model selection. From the perspective of
specific learning paradigms, the BYY learning with specific structures applies to
unsupervised learning, supervised learning, and state space approach for
temporal modelling, with a number of new results. The details are referred to
[31-36].

3.2.1. Determining Hidden Factors by BYY Criterion for BFA
Applying BYY harmony learning to a BFA model, the following criterion is
obtained for selecting the factor number k& [30, 35]

J(@, K) = kIn2 +0.5d1n4? (for BFA). (27)

We refer it shortly by BYY criterion, where o> can be obtained via BYY
harmony learning, i.e.,

0 = arg meaxH(H,lg). (28)

According to Section 4.1, especially Equations (21), (30)—(32), in [35], the
specific form of H(6, k) is given as follows

d 1 & — Ay, —c|)?
H(0,k) = 5 In o? +%Z—th );t l
=1

o

LS S g+ (1301 - )] 9)

=1 j=1

where y, is the j-th element in vector y,, and

vy = arg max H(0, k). (30)

In a two-stage implementation, g; is simply preset as 0.5.

The above Equation (28) can be implemented by either a batch or an adaptive
algorithm. Specifically, with & fixed, BFA can be implemented via the adaptive
algorithm given by Table I in [35]. However, typical model selection criteria are
evaluated in this paper basing on the ML estimation via the EM algorithm made
in batch, we write the procedure given in Table I of [35] into its corresponding
batch version that iterates the following steps:

Step 1: get y, by Equation (30),
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Table 1. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on the data sets with different sample sizes for BFA in 100 experiments

Criteria n=20 n=40 n =100

U N (0] U S (0] U S (0]
AIC 5 53 42 1 78 21 0 89 11
BIC 15 81 4 3 97 0 100
CAIC 32 67 1 10 90 0 1 99 0
10-fold CV 3 62 35 1 79 20 0 90 10
BYY 4 77 19 1 93 6 0 100 0

Step 2: from % =0, (@ include 4, c, 02), update

et:xt_Ayt_C, (31)
n 2

ol = Zz:1 [e]]

dn ’
n n -1
- <Z (-xt - C)y[T> (ZJ&)’;) )
t=1 =1
1 n
c=— (xr — Ayy)

This iterative procedure is guaranteed to converge since it is actually the specific
form of the Ying-Yang alternative procedure, see Section 3.2 in [34].

With k& enumerated as in Equation (24) and its corresponding parameters
obtained by the above Equation (31), we can select a best value of k for BFA by
the BYY criterion in Equation (27).

3.2.2. Determining Hidden Factors by BYY Criterion for NFA

Applying the BYY harmony learning to a NFA model, the following criterion for
NFA is obtained for selecting K = {k, k;} [34, 36]

A A k
_](9’ K) :%m’z) +5(1+In(2m))
kK N
303 (- ) 32)

Jj=1 g;j=1

We refer it shortly by BYY criterion.



MODEL SELECTION FOR INDEPENDENT FACTOR ANALYSIS 457

According to Section IVA and especially Equation (52) in [36], the specific
form of H(f, K) for NFA is given as follows

n k
H(0, k) = —0.5In[z| - % 35 g, <y§f>), (33)

=1 j=1

n
_ 1 T o, _
= > ee;, e =x; — Ay,
=1

where p;( ) is same as given in Equation (10) and y,"” is the j-th element in
vector y,, and we have

yi = y(x;) = arg max H (0, K). (34)
y

which is specifically implemented via a nonlinear optimization algorithm. In this
paper, we adopt a so-called fixed posterior approximation technique that iterates
the following two steps [18, 32, 36]:

()
ﬁjvqu<yl] |/ij,q_,~,012,q,->
quzl ,8j7qu <yt(j) |:ujaqj’ O-szq_/‘)

ki ki

Pig Pjqitig;
b= odi=) = (35)

g;=1"J:49 g;=1 Tjaqy
Step(b): Y1V = (AT S A + diag(by, . .. ,bk)>
x(ATz”xmL [dl,...,dk]T).

Step(a): Pjg =

9

-1

Moreover, with K = {k, k;} fixed, maxyH (0, lg) can be implemented via the
algorithm given by Equation (57) in [36]. Here, we rewrite the algorithm that
iterate the following steps:

Yang step: get y, by Equation (35),
Ying step: (a) updating parameters in p(x|y)

e[ — xt - Ay[,
ynew _ (1 o n)EOId + netetTa
Anew — Aold 4 nety;T-
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(b) updating parameters in p(y)

()
Bjq,G <yt] |Kig) 0-]2-,‘1/)
J; (/)
qu,:l @l,q/G(yf] K74, 0—/2"1/)
Brev = (1= 10) 8% + 1oprg;
ey = 188+ mopyg, () — i)

pj»‘{/ = ’

2new _ (1 _ ) 2 old ) (), old
Oiq = (1 Uopj,q/-)ffj,qj +770p],q/ (yt ,“qu) ) (36)
K
- new , new
M] Z ﬂ],qj H]7qj 9
gi=1
K
_ new -2 new
0}2 - Z j7qj O’]ﬂ/ )
gj=1
new __ . new
new __ Mj,q,- Mj 02 new __ J9j
j?qj . ’ jvqj 0-2 ’
J J

where 7, 1o are step length constants. In this paper, for simplification, we set all
k;s to be a same integer. This iterative procedure is guaranteed to converge since
it is actually the specific form of the Ying-Yang alternative procedure, see
Section III in [32]. With K enumerated as in Equation (24) and its corresponding
parameters obtained as the above, we can select a best K by BYY criterion in
Equation (32).

Besides the above criteria based selection, adaptive algorithms have also been
developed from BYY harmony learning to implement BFA and NFA such that
an appropriate k or K can be automatically determined during adaptive learning
[32, 34, 36]. The hidden factors obtained via either the automatic determination
or the above criterion have no difference in performances. The difference lays in
that the automatic determination can save significantly computational costs
because avoiding the conventional two stage implementation. Therefore, as long
as the performances by the criterion from BY'Y harmony learning are comparable
to typical criteria AIC, CAIC, BIC, and CV, we prefer to use BYY harmony
learning as a tool for determining k& for BFA and K for NFA.

4. Comparative Empirical Studies

We investigate the experimental performances of the model selection criteria
AIC, BIC, CAIC, 10-fold CV, BYY criterion for BFA and NFA on four types of
data sets with different settings. In implementation of BFA, 4, ¢ and o are
estimated via Equation (31) for BYY criterion, and via the EM algorithm in
Equations (7)—(9) for AIC, BIC, CAIC and 10-fold CV. In implementation of
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o AIC
—0- BIC
é% -O- CAIC

Standardized values of criteria

1 2 3 4 5
number of hidden factors
(a)n=20
2
o AIC
——- BIC
/' -O- CAIC

Standardized values of criteria

number of hidden factors
(b)n =100

Figure 1. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY on
the data sets of a nine-dimensional x (d = 9) generated from a three-dimensional y (k = 3)
with different sample sizes for BFA.

NFA, we implement parameters learning to obtain all the parameters 6 via the
algorithm Equation (36) for BYY criterion, and via the EM algorithm Equations
(16)—(23) for AIC, BIC, CAIC and 10-fold CV. In addition, to clearly illustrate
the curve of each criterion within one same figure we normalize the values of
each curve to zero mean and unit variance.

For BFA, we design four groups of experiments to illustrate the performance
of each criterion on data sets with different sample sizes, data dimensions, noise
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o AIC
- BIC
' -O- CAIC

Standardized values of criteria

number of hidden factors
(a)n=20

o AIC
-0~ BIC
-O- CAIC

Standardized values of criteria

number of hidden factors

(b) n =100

Figure 2. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY for
selecting the factor number k with k; = 3 fixed on the data sets of a seven-dimensional x (d = 7)
generated from a three-dimensional y (k = 3) with different sample sizes for NFA.

variances, and numbers of hidden factors. For NFA, since the computational
complexity grows exponentially with the number of factors, we only make
comparisons on three groups of data with different sample sizes, data
dimensions, and noise variances. The observations x,, t = 1, . . . , n for BFA
are generated from x; = Ay, + ¢ + e, with y, randomly generated from a Bernoulli
distribution with ¢; = 0.5 and e, randomly generated from A(0,2/). For NFA,
the observations are generated from x, = Ay, + e, with each y” randomly



MODEL SELECTION FOR INDEPENDENT FACTOR ANALYSIS 461

2
o AIC
-0~ BIC
A -O- CAIC
A CV
o H
1.5 —— BYY

Standardized values of criteria

2 3 4 5
number of Gaussians
(a)n=20

Standardized values of criteria

number of Gaussians

(b)n =100

Figure 3. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY for
selecting the Gaussian number k; with k& = 3 fixed on the data sets of a seven-dimensional x
(d = 7) generated from a three-dimensional y (k = 3) with different sample sizes for NFA.

generated from a Gaussian mixture with three Gaussians and e, randomly
generated from A(0,Y).

Experiments are repeated over 100 times to facilitate our observing on
statistical behaviors. Each element of 4 is generated from AN(0, 1).

For BFA, we set ki, = 1 and k. = 2k — 1 where £ is the true number of
hidden factors. For NFA, we simplify the task by setting the number k; for each
factor y) to a same number such that what to be determined are only two
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Table II. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on the data sets with different sample sizes for selecting hidden factor number k£ with k; = 3 fixed
for NFA in 50 experiments

Criteria n=20 n =40 n =100

U S (0] U S (e] U S o
AIC 4 25 21 2 32 16 1 40 9
BIC 10 38 2 8 42 0 1 49 0
CAIC 19 31 0 14 36 0 4 46 0
10-fold CV 1 27 22 1 34 15 0 42 8
BYY 3 34 13 1 41 8 0 48 2

numbers k and k;. Also, k and k; are determined separately, i.e., holding k; = 3
fixed when determining k& and holding k fixed when determining the number £;.
Usually, we set ki, = 1 and k. = 2k — 1 where £ is the true number of hidden
factors and kjymin = 1 and kj.x = 5 since the true number of £; is 3.

4.1. EFFECTS OF SAMPLE SIZES
4.1.1. For Binary Factor Analysis

We investigate the performances of every criterion on the data sets with different
sample sizes n = 20, n = 40, and n = 100 for implementing BFA. In this
experiment, the dimension of x is d = 9 and the dimension of y is £ = 3. The noise
variance o7 is equal to 0.1. The results are shown in Figure 1. Table I illustrates
the numbers of underestimating, success, and overestimating of each criterion in
100 experiments.

When the sample size is only 20, BYY and BIC select the correct number 3.
CAIC selects the number 2. AIC, 10-fold CV select 4. When the sample size is
100, all the criteria lead to the correct number. Similar observations can be
observed in Table I. For a small sample size, CAIC tends to underestimate the

Table I1I. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on the data sets with different sample sizes for selecting Gaussian number k; with k& = 3 fixed for
NFA in 50 experiments

Criteria n=20 n =40 n =100

U S (0] U S (0] U S (6]
AIC 9 31 10 4 34 12 1 41 8
BIC 22 26 2 17 32 1 5 43 2
CAIC 28 22 0 21 29 0 15 35 0
10-fold CV 6 29 15 3 32 15 0 39 11
BYY 7 31 12 4 37 9 1 44 5
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Figure 4. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY on
the data sets of a x with different dimensions generated from a three-dimensional y (k = 3)
for BFA.

number while AIC, 10-fold CV tend to overestimate the number, while BYY
criterion has a risk of overestimation.

4.1.2. For Non-Gaussian Factor Analysis

We investigate the performances of every criterion on the data sets with different
sample sizes n = 20, n = 40, and n = 100 for implementing NFA. In this
experiment, the dimension of x is d = 7 and the dimension of y is £ = 3. The noise
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Table IV. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on the data sets with different data dimensions for BFA in 100 experiments

Criteria d=6 d=15 d=25

U S (@) U S (0] U S (0]
AIC 0 89 11 0 86 14 2 83 16
BIC 0 98 3 96 1 30 69 1
CAIC 0 100 0 7 93 0 48 52 0
10-fold CV 0 90 10 0 86 14 0 89 11
BYY 0 99 1 1 95 4 10 89

covariance matrix ¥ is equal to 0.1/ (/ is a 7 x 7 identity matrix). The results
with different factor number & and fixing k; as 3 are shown in Figure 2. The
results with different k; and fixing k as 3 are shown in Figure 3. Tables II and III
illustrate the numbers of underestimating, success, and overestimating of each
method for selecting k and k; respectively in 50 experiments.

When the sample size is only 20, we can find the similar results with that of
BFA. We see that BYY and BIC select the correct hidden factors number 3,
CAIC selects the number 2, AIC and 10-fold CV select 4. When the sample size
is 100, all the criteria lead to the correct number. Similar observations can be
observed in Table II. For a small sample size, CAIC tends to underestimate the
number while AIC, 10- fold CV tend to overestimate the number. BYY criterion
has a little risk of overestimation while BIC has a little risk of underestimation.

When the sample size is only 20, AIC and BYY select the correct Gaussian
number 3 for each Gaussian mixture of y;. BIC selects the number 2 and CAIC
select the number 1, and 10-fold CV select the number 4. When the sample size
is 100, only CAIC leads to the number 2, all the other criteria select the correct
number 3. Similar observations can be observed in Table III. CAIC tends to
underestimate even the sample size is large enough.

4.2. EFFECTS OF DATA DIMENSIONS
4.2.1. For Binary Factor Analysis

Next we investigate the effect of data dimension on each method for
implementing BFA. The dimension of y is k = 3, the noise variance ¢* is equal
to 0.1, and the sample size is » = 50. The dimension of x isd =6, d =15, and d =
25. The results are shown in Figure 4. Table IV illustrates the numbers of
underestimating, success, and overestimating of each method in 100 experiments.

When the dimension of x is 6, we observe that all these criteria tend to select
the right number 3. However, when the dimension of x is increased to 25, BYY,
10-fold CV and AIC get the right number 3, but CAIC and BIC choose the
number 2. Similar observations can be obtained in Table IV. For a high
dimensional x, BYY, and 10- fold CV still have high successful rates but CAIC
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Figure 5. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY for
selecting the factor number k& with fixing k; = 3 on the data sets of a x with different
dimensions generated from a three-dimensional y (k = 3) for NFA.

and BIC tend to underestimating the hidden factors number k. AIC has a slight
risk to overestimate the hidden factors number.

4.2.2. For Non-Gaussian Factor Analysis

Now we investigate the effect of data dimension on each criterion for NFA.
The dimension of y is k = 3, the noise covariance matrix X is equal to 0.1/, and
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Figure 6. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY for
selecting the Gaussian number k; with fixing k = 3 on the data sets of a x with different
dimensions generated from a three-dimensional y (k = 3) for NFA.

the sample size is » = 80. The dimension of x is d = 5, d = 10, and d = 20.
The results with different factor number k while fixing k; = 3 are shown in
Figure 5. The results with different k; while fixing k = 3 are shown in Figure 6.
Tables V and VI illustrate the numbers of underestimating, success, and
overestimating of each criterion for selecting k and k; respectively in 50
experiments.



MODEL SELECTION FOR INDEPENDENT FACTOR ANALYSIS 467

Table V. NFAs of underestimating (U), success (S), and overestimating (O) by each criterion on
the data sets with different data dimensions for selecting hidden factor number & with k; = 3 fixed
for NFA in 50 experiments

Criteria d=>5 d=10 d=20

U S (e} U S O U S (0]
AIC 2 42 8 39 11 0 36 14
BIC 3 47 0 10 40 0 13 34
CAIC 4 46 0 3 37 0 20 29 1
10-fold CV 0 40 10 40 10 0 39 11
BYY 0 47 3 1 44 5 2 40 8

When the dimension of x is 5, we observe that all these criteria tend to select
the correct factor number 3. However, when the dimension of x is increased to
20, the result is similar with that of BFA except AIC. That is, BYY and 10-fold
CV get the correct number 3, but CAIC and BIC tend to underestimate the factor
number and AIC tend to overestimate the factor number. Similar observations
can be obtained in Table V.

When the dimension of x is 20, AIC and 10-fold CV get the correct Gaussian
number 3 of k;, BIC and CAIC tend to underestimation while BY'Y criterion has
a risk of overestimation. Similar observations can be obtained in Table VI.

4.3. EFFECTS OF NOISE VARIANCES
4.3.1. For Binary Factor Analysis

We further investigate the performance of each criterion on the data sets with
different scales of noise added for implementing BFA. In this example, the
dimension of x is d = 9, the dimension of y is k = 3, and the sample size is n = 50.

Table VI. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on the data sets with different data dimensions for selecting Gaussian number &; with k£ = 3 fixed for
NFA in 50 experiments

Criteria d=>5 d=10 d=20

U S (¢] U S (0] U S (0]
AIC 0 40 10 2 38 10 1 37 12
BIC 5 43 2 11 38 1 13 33 4
CAIC 10 40 0 14 35 1 22 24 4
10-fold CV 1 39 10 0 39 11 0 40 10

BYY 3 43 4 4 37 9 5 32 13
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Figure 7. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY on
the data sets of a nine-dimensional x (d = 9) generated from a three-dimensional y (k = 3)
with different noise variances for BFA.

The noise variance & is equal to 0.05, 0.5, and 1.5. The results are shown in
Figure 7. Table VII illustrates the rates of underestimating, success, and
overestimating of each method in 100 experiments.

When the noise variance is 1.5, only AIC and 10-fold CV select the correct
number 3, BIC, CAIC and BYY select 2 factors. When the noise variance is 0.05
or 0.5, all the criteria lead to the correct number. Similar observations can be
observed in Table VII. From this table we can find, for a large noise variance,
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Table VII. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on the data sets with different noise variances for BFA in 100 experiments

Criteria o?=0.05 2 =05 o?=15

U S 0 U S 0 U S 0
AIC 0 89 11 0 82 18 6 78 16
BIC 0 100 2 97 1 40 58 2
CAIC 1 99 0 6 94 0 57 43 0
10-fold CV 0 86 14 0 86 14 1 81 18
BYY 0 100 0 6 94 0 39 55 6

CAIC is high likely to underestimate the number, AIC and 10-fold CV have a
risk of overestimate the number.

4.3.2. For Non-Gaussian Factor Analysis

Now we investigate the performance of each criterion on the data sets with
different scales of noise added for NFA. In this example, the dimension of x is
d =7, the dimension of y is k = 3, and the sample size is n = 80. The noise
covariance matrix X is equal to 0.05/, 0.5/, and 1.5/. Because the results with
different k; are similar to the results with number £, they are shown in the same
Figure 8. Tables VIII and IX illustrate the numbers of underestimating, success,
and overestimating of each method for selecting k and &; respectively in 50
experiments.

When the noise covariance matrix is 1.5/, AIC, BIC, CAIC, and 10-fold CV
have the similar results with that of BFA. That is, AIC and 10-fold CV select the
correct factor number 3, BIC, CAIC select 2 factors while BY'Y criterion select 4
factors. Similar observations can be observed in Table VIII. From this table we
can find, for a large noise variance, CAIC is high likely to underestimate the
number, AIC and 10-fold CV have a slight risk of overestimate the hidden factor
number.

For the Gaussians number k;, Table IX shows that the results are similar to the
results of determining the hidden factors number £.

4.4, EFFECTS OF HIDDEN FACTOR NUMBERS

Finally, we consider the effect of hidden factor number, that is, the dimension of
y on each criterion. Since the computational complexity grows exponentially
with the number of factors for NFA, & cannot be larger than 5 for the practical
implementation. Therefore, we only consider this comparison on BFA. In this
example we set n = 50, d = 15, and o = 0.1. The dimension ofyisk=3,k=6,
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Figure 8. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY for
selecting the factor number k and the Gaussian number k; on the data sets of a seven-
dimensional x (d = 7) generated from a three-dimensional y (k = 3) with different noise
variances for NFA.

and £ = 10. Table X illustrates the numbers of underestimating, success, and
overestimating of each method in 100 experiments.

As shown in Table X, when hidden factor number is small all criteria have
good performance. When hidden factor number is large AIC, 10-fold CV, BYY
criterion gets a risk of overestimating.
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Table VIII. Numbers of underestimating (U), success (S), and overestimating (O) by each
criterion on the data sets with different noise variances for selecting hidden factor number & with
fixing k; = 3 for NFA in 50 experiments

Criteria > =0.057 > =057 =151

U S (e] U S (0] U S (0]
AIC 0 41 9 1 41 8 1 37 12
BIC 3 47 0 4 45 1 15 28 5
CAIC 5 45 0 6 44 0 25 21 4
10-fold CV 0 40 10 0 41 9 1 39 10
BYY 0 47 3 3 43 4 10 26 14

Table IX. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on the data sets with different noise variances for selecting Gaussian number £; with fixing & = 3 for
NFA in 50 experiments

Criteria ¥ =0.051 =051 =151

U S (0] U S (0] U N (0]
AIC 0 40 10 1 39 10 2 38 10
BIC 6 43 1 7 43 0 20 25 5
CAIC 10 40 0 9 41 0 29 21 0
10-fold CV 2 38 10 1 39 10 0 40 10
BYY 0 45 5 2 43 5 8 26 16

Table X. Numbers of underestimating (U), success (S), and overestimating (O) by each criterion
on simulation data sets with different hidden factor numbers in 100 experiments

Criteria k=13 k=6 k=10

U S 0 U S (e] U S (0]
AIC 0 86 14 0 85 15 0 72 28
BIC 2 98 0 4 96 0 7 93 0
CAIC 6 94 0 9 91 0 11 89 0
10-fold CV 0 85 15 0 85 15 0 81 19
BYY 2 96 4 1 93 6 0 80 20

5. Conclusion

We have made an experimental comparison on several typical model selection
criteria by using them to determine the model scales for BFA and NFA. The
considered criteria include four typical criteria AIC, BIC, CAIC, 10-fold CV and
the criteria obtained from BYY harmony learning. From the comparison results
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for both BFA and NFA, we observe that BIC got a high successful rate when the
data dimension is not too high, CAIC has an underestimation tendency while
AIC and 10-fold CV have an overestimation tendency. In most cases, BYY
criterion are superior or comparable to other methods. In consideration that the
model selection by these criteria have to be made via a two stage implementation
with expensive costs, while BYY harmony learning can be implemented with
automated model selection during parameter learning, BYY harmony learning is
more preferred since computing costs can be saved significantly.
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