
Image denoising using energy minimization

Lecture 12:

-

Let g be a noisy image corrupted by additive noise n.

Then : g( , y) = x
, y) +n, y),

Clean image
noise

(non-smooth
Recall : Laplacian masking : g = f-Af (Obtain a sharp image from

a smooth image)
Conversely ,

to get a smooth image f from a non-smooth image g,

we can solve the PDE for f : - of + f = 9
& -

unknown known

We will show that solving the above equation is equivalent to

minimizing something :

Elf) = S) (f(x , y)
- g(x,y)) axdy + J)(2) + 10) axy



In the discrete case
,
the PDE can be approximated /discretized) to get :

f(x
, y) = g(x, y) + [f(x + 1

, y) + f(x, y + 1) + f(x - 1
, 3) + f(x

, y - 1) - 4f(x , y)]

for all (x
, ) (Linear System)



Consider : Ediscrete(f) = -E-fu e
Suppose f is a minimizer of Ediscrete

.

Then
,
for each (x , y),

Ediscrete depends on f(x
, y) for each (x

,y

Ediscret-
-2(f(x, y) - g(x, y) + 2(f(x+ 1

, y) - f(x
, y)) ( - 1) + 2(f(x , y + 1) - f(x ,y) (- 1)

+ 2(f(x, y) - f(x- 1
, y) + 2)f(x, y) - f(x, y - 1)

By simplification ,
we get :

f(x
, y) = g(x, y) + ( f(x+ 1

, y) + f(x - 1
, y) + f(x , y +1) + f(x

, y - 1) - 4f(x, y)]
The continuous version of Ediscrete can be written as :

Elf) =S)(f(x , y) - g(x, y))) +JS())+ Lyndy or



Remark:
-Solving f = g + Af is equivalent to energy minimization

· The first term in Ediscrete is called the fidelity term.

Aim to findf that is close to g.

· The second term is called the regularization term .
Aim to enhance

smoothness .

· - Df + f = g can also be solved in the frequency domain :

DFT(f) = DFT(g + Ef)
px f

.: DFT(f) (n
, v) = DFT(g)(n ,

r) + CDFT(p)(u ,
r)DFT(f)(u, v)

↳ DFT(f)(, ) =(xFT(p)( ,
vs)DFT(g)(n , r)

↓ inverse DFT

f(x ,y)
!!



2D integration by part formula
[e+ f : ta

,
b)x(a ,

b] -> IR and g = [a ,
b) x 29 ,

b] -> IR.

Assume f(a , y)
= f(b , y) = f(x , a) = f(x , b) = 0.

g(a ,y) = g(b, y) = g(x ,
a) = g(x ,

b) = 0.

Then

: f(x ,) . g(x , u) dxdy = -J Af( ,ng(x , y) dx y

b -
O

Prof :J e sx + dxd =fa ge
-

-Df . g
- jogbf /gaxdy + J fg x

=-Sb(f f ) g dxdy

-

Af



Also,

So Jo (k(x , y) Df(x , y)) · g(x , y)axdy = -So (k(x, Pf(x,y)g(x,u) axay

where K : [a ,
b] x (a ,

b) +> IR.
.divergene

Proof
: <K,y x

+ kuxis)ax dy
O

↑
G

=- ((,) xay + king as
-- ((X / ) )gdxdy + S Kineglax

=
- (() (i) ax dy

-

- . (k(x, y) Df)



Another useful fact :

If : S
&
T

,> U
, y) dody = 0 for all was

, y)

then
,

we can conclude Tc , y1 = 0 in &



Image denoising by solving PDE (derived from energy minimisation problem)
Considerthe harmonic-12 minimization model :

b b

minimize Elf) = (F(x
, y) - g,y)) day fSINFP axay
-

ae

(Look for (continuous imatedomanef) Observed smoothness of f

Assume that f(x / y) = g(X , y) = 0 on the boundary of [a ,
b) x (9,

b].

Supposef minimizes Elf) .

Let v : ab]x [a,b] -> IR such that

r(X, y) = 0 on the boundary of [a,
b] x Ca ,

b).

Consider f= F + E : (a /
b)x (a,

b) + IR
,

which is another image with

f(X, y) = 0 on the boundary of [a ,b) x Ca,b).

fa(x ,y) = f(X ,y) + qr(x,y)
= 0 on C(a ,

b)x(a ,
).

:



Consider S : IR-IR defined by :

S(E)* E(f") = E(f + EU).

Note that SCO) = Elf) = minimum of E
.

Thus
,

s attains its minimum

at E = 0.

i (0) = 0.

Now, aale()= f +d)= -gus neae I
I

= 2(f(x /3) + 3r(x, y) - g(x,y))r(x, y))any (7f + 2 Du) · (Df + >DU)
I

+ (2Df .D +23(axy f . f + 29Df . Du + 2 DU . Du

1/

17 fp + CED fo Dr + E2 (70)2
dxdy

= 2(f(x ,y) - f(x)X,y) +(Y) - DUX ,yaxdy



. . s'10) = 0 = (F , y) - g,y)r, y) addy+ x/ n x(, y)+fexy (x,y)axa
for all U(X

, y) .

- (* )

If we can formulate (*) in the form :

Sogb T(X ,D) (x , yl = 0 for all wixy ,a

then we can conclude that TLX
, 4) = 0 in [a,

b) x Casb].

Remark :
· First term is in the form ST( ,/ Nixin

· Second term is NOT.

Need to reformulate the second term.

Strategy : integration by part.



Second term :

by fix, x,yaxdy =2 Af(x,y) rix,ylaxay.

All together , we have

0 = s'(0) = S (f(x,y
- g(ix) exis Afixy i,x y

dxdy

i (2(f(x,-S(x,) - 2 Af(x,y) vix,) axd = for

all W(X , 3) .

We conclude :

2 (f(x
,y) - g(x ,3) - 2Af(X/) = 0 for (x , y) e

[a ,b) x (a ,
b)

or f(x,y-g(/ g) - Af(X ,Y) =0 (converse of Laplacian
masking ?!)



Example: Consider an image denoising model to find:(9,
b) -> IR

D
that minimizes :

E(f) = S (fix ,y1-g(x,x) + Selfexyil axas.
dxdy

Suppos f minimizes Elf) .

Assume f(x, y) = g(x , y) = 0 for all

(X , Y) ECD · Find a partial differential equation
that I must

Satisfy .

Solution:SuppofminimizesElf)
.

For any o : DR a

f3f f + 30 is an image with

E f(x,y) = f(x , y) + GU(X , y) = 0 on
&D.



Consider S : IR + IR where S(3) E(f) = Elf +3)

Then
, S(0) = Elf) = minimum of E

.

Thus
,

s attain minimum

at E = 0.

= 0 for all v : D-IR

Now,

0= = le)(i+-ganpaxael dxy S
D(f + SUP)

1)

(((+ + C Dr) . (Df + 2DU))
I 2

(f . xf + 22Df · Dr +2DU . Dr (
I/

(17f) + 22Pf . Dr + 2 (DR)



. 0= (0) =(f(x,y + 3(x,y) - g(x,Y)) v(x ,3)(3 axdy

+Sp2(1f p+ 250f . Dr + a (1)(2Df · r + 251M/
so

dxdy

=> 0 =J
,

2(f(x , y) - g(x,y)v(x, y)dxdy +(, ↑(17 + 1) f · Dr dxdy

=Sp 2 (f(x ,y) - g(x,y) v(x,y)axdy -Sp(D · (14f1 +f)(x ,3) rix,y) axdy



All together , we have :

0 = Sp(z( f(x,y) - g(x,3) -
4 - (14) f(x -/R f(x ,x)vix, y) dx dy

for all U(X, y).

We can conclude that :

f(x
,y) - g(x,y) - 4 x . ((Df(x /3) x f(x /y) = 0 in D.

(Partial differential equation



Total variation (TV) denoising (ROF)
-

Invented by : Rudin
,

Osher
,
Fatemi

Motivation : Previous model : f = g + Af
.

Solve for f from noisy g.

Disadvantage : smooth out edge .

Modification : f = g + Po(KDf) K is small on edges !!

Goal: Given a noisy image g , y) ,
we look for f,y) that solves :

f = 9 +x() (ii) (*)

Remark: Problem arises if If, y 1 = 0
·

Take care of it later.

We'll show that (A) must be satisfied by a minimizer of :

J(f) =[Sf -g,) + S17fy dx dy
constant parameter >0.



Sameidea: Let S(3) : = Elf + 30)

=)e(f + 3r - g) + 4) reg.(EDU)
S(E) = (Ju(f + ar- g)r +↑Set in
If f is a minimizer, (E) = 0 for all ~

i. s'(0) = 0 = Self -9) + xSuor

=-Gon Re
for all w

We conclude : (f-g) - x . ( ) = 0 !!



In the discrete case,

I can be regarded as a multi-variable function depending on :

fli
,
fam ....,

CIN ,
f

,
... f N

. ... ,
ECN

, N) .

If f is a minimizer, then y)
= 0 for all (, y).

&



By simplification :

Discretization of f-g = x D . )**



Gradient descent algorithm
etf : IR -> IR

.

We want to find a sequence OER",E, ..., nE...

such that f(0) = f(x . . . fl f( .

So, o
, ..., n, ... iteratively minimizes f)

Given Fo
,

we want to find ,
=

o +A (t-O ,
FERN) such that

f(xi) = f(X0)

Note that : f(i) = f(0 +t) = fol + + PfLoS ·

F+"
(neglible

Choose = -Df(*) .

Then :

f(xi) = f(ko) - t 1Df(ko = f(X0)

Similarly , given n
,

Choose =
- f) .

Let n
=

n
+ =

n + fl*n.

Then : for small to
,

we have

f(+ l = f((n) - + (Df(kns) = f(n)



Therefore
,

we have an iterative scheme :

= n + =n
,
where n

=
- f(n)

>0 is small
,
called the time step.

>IR is called the descent direction at nth iteration.

·



How to minimise -(f)
We consider the problem of finding f that minimizes Jlf).

In the discrete case
,
J depends on f(X / y) for x = 1

,
2, . ..,

y = 1 ,2, ...,
N

Our goal is to find a sequence of images :

fo
,
f

,
f , ...,
f

,
f **, ...

such that J(f0(JLf, ... J(fn) = JLfn ...

-

- --

Define :

=
- Given f define fatea

-

WhereUn = =75 (f") .
f is the rectorized image of f"Here

,

n

Then :
-

-
-

-

5(fM ) = J(# ++(n)= J(fY) + ++DJ(f) . On = J(fr) - 0 t(J(fYP= J(fY).



In the discrete case,
- -

(Gradient descent algorithm)

For the ROF model :

*
Discretization of

J

(Gradient descent algorithm for ROF)


