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Abstract The conventional multicast scheme of wireless networks, though establishing
a bandwidth-saving means for point-to-multipoint transmission, is very conservative by
limiting the throughput of short-range communications. The multicast performance can
be significantly improved if some low-rate users are pruned. In this paper, we investigate
the subchannel assignment mechanism of multicast streaming services in the emerging
WiMax/802.16e systems, where each multimedia stream is composed of a basic layer and an
enhancement layer. The former affords a low-resolution video image to all the subscribers,
while the latter only serves those with preferable channel states. Optimization frameworks
are formulated to characterize the QoS requirements of multicast flows: pruned proportional
rate ratio (PPRR), pruned stream rate guarantee (PSRG) and pruned user proportional fair-
ness (PUPF). Three cross-layer algorithms are presented to perform channel assignment for
different QoS requirements. Analytical study shows that the proposed algorithms have poly-
nomial-time computational complexity. Numerical experiments validate that our proposals
significantly outperform the conventional peer schedulers in terms of system throughput.
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1 Introduction

During the past few years, new broadband wireless access (BWA) technologies have been
brought into commercial deployment such as CDMA 1xEV-DO, UMTS HSDPA, WiMax,
enabling high data rates and large coverage. Especially, WiMax air interface utilizes orthog-
onal frequency division multiplex (OFDM) or orthogonal frequency division multiple access
(OFDMA) mechanisms to improve system performance over mobile and non-line-of-sight
(NLOS) scenarios [5]. Dubbed as mobile WiMax, 802.16e can potentially rival the CDMA
based 3G cellular communication systems in large-scale deployment [8]. It can also offer
scalability in both radio access and all-IP network architecture, thus providing important
flexibility in term of network services etc. The bandwidth-intensive services include video
conference, mobile Internet Protocol Television (IPTV) [13] and VCast services [11]. These
new applications are amenable to multicast transmission from a bases station to mobile users,
which motivates the cross-layer multicast scheduling in the current study. However, exist-
ing multicast schemes cannot provide satisfactory throughput performance in wireless access
networks. In general, the multicast users are located at diverse sites of a cell and their channel
rates may differ remarkably. The base station transmits data at a rate throttled by the receiver
with slowest transmission rate in a multicast group. We name this conservative behavior as
the “Cask Principle of Multicast”. Obviously, this level of performance is not the best interest
for the multicast group.

Pruning unfavorable users is an efficient way to improve multicast performance in commu-
nication networks. Chiu et al. [4] propose a pruning algorithm to identify and remove some
low-rate users for multicast flow control mechanism in Internet. Won et al. [19] observe
the difference between group-based and user-based multicast scheduling, and propose two
proportional fair multicast scheduling algorithms that allocate time slots based on dynamic
channel states in TDM-like cellular networks. OFDM multicast resource allocation is initially
studied in [17]. Authors propose the throughput maximization and the proportional fairness
scheduling algorithms for a single hierarchic multimedia stream. However, there lacks an
explicit mention on how to cope with lost packets and serve users with weak channel quality
in [17,19]. The multicast schedulers developed in [17] are also based on the assumption that
the hierarchic multicast data are separated into layers, and any combination of the layers
can be decoded at the receiver. Another challenge is the resource allocation for multiple
multimedia streams, which is rarely studied. The OFDMA network may support a number
of multimedia streams simultaneously. It is important to schedule the transmission of multiple
multimedia streams and prune users jointly.

In this paper, we investigate the cross-layer resource allocation issues of opportunistic
multicast scheduling in OFDMA multicarrier networks. Unlike [17,19], we compress a raw
video data into two layers: basic layer and enhancement layer. The basic layer sub-flow is
transmitted to all the multicast users, while the enhancement layer sub-flow is delivered to a
set of selected users with preferable channel states. The sub-flows are constrained by either
the predefined rate ratio or the minimum stream rates etc. This layered streaming reduces
the complexity of source coding and improves video quality with flexible service guarantee.
Three types of QoS requirements are considered: proportional stream rate ratio, minimum
stream rate guarantee and user proportional fairness. For each QoS type, we formulate an
optimization framework and present a low-complexity scheduling algorithm to allocate sub-
channels.

Our contributions on the cross-layer design of physical layer information and MAC layer
scheduling are summarized as follows,
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— A mathematical model is formulated to maximize multicast throughput with predeter-
mined stream rate ratios. We present PPRR, the pruned proportional rate ratio algorithm,
to assign subchannels for multimedia streams.

—  We model the throughput maximization with stream rate guarantee as a linear integer pro-
gramming problem. A low-complexity scheduler, namely pruned stream rate guarantee
algorithm (PSRG), is proposed to assign subchannels opportunistically.

—  We present a proportional fair algorithm, named PUPF, to perform subchannel assign-
ment. The design goal is to achieve proportional fair throughput among the multicast
users of different basic and enhancement sub-flows.

— The proposed algorithms are applicable to assign subchannels for multiple multimedia
streams.

— The proposed algorithms can be extended to schedule multicast services in TDD/CDMA
systems such as CDMA 1xEV-DO and UMTS HSDPA whose allocable resource is the
spreading codes.

The rest of this paper is organized as follows. In Sect. 2, we describe the preliminaries of
WiMax/802.16e OFDMA radio access and the hierarchical multicast streaming. In Sect. 3,
the suboptimal scheme is presented to achieve proportional rate fair resource allocation for
multicast streams. In Sect. 4, we propose a suboptimal algorithm to maximize throughput with
stream rate guarantee. A user-based proportional fairness scheduler is proposed in Sect. 5.
Section 6 evaluates the effectiveness of the proposed algorithms. We present an overview of
related work in Sect.7 and conclude in Sect. 8.

2 System Description
2.1 OFDM-Based Downlink Transmission

Figure 1 illustrates an OFDMA system with one transmitter (base station) and M downlink
mobile receivers (users). In the base station, OFDM technology is introduced to deal with
frequency selective channel fading, where the total bandwidth B is divided into N orthogonal
narrow band sub-carriers, and each has a bandwidth of Ay = B/N [16]. If instantaneous
channel conditions are known by the base station, adaptive subcarrier and bit allocation can
be applied to determine the subsets of subcarriers used by different users, and the corre-
sponding bits at each subcarrier. To avoid the intra-cell interference, a subcarrier is allocated
exclusively to only one user in a slot. The adaptive modulator maps a certain number of
bits into a quadrature amplitude modulation (QAM) symbol. In general, an OFDM receiver
has a requirement on BER. The number of bits at a subcarrier should be chosen according
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Fig.1 OFDMA cellular system
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to the target BER and the received power level. In practical OFDMA systems, the available
subcarriers are assembled into a number of groups called subchannels. The subchannels form
the minimum frequency resource unit for allocation in the base station. Considering the fact
that adaptive power control usually has a marginal improvement in a single-cell OFDMA
downlink with multiuser diversity, we assume the even distribution of transmission power
on every subchannel.

2.2 Hierarchical Video Multicast

The goal of this paper is to develop opportunistic multicast scheduling algorithms under
time-varying fading channels. What makes this design different from the conventional mul-
ticast? In the conventional multicast scheme, a base station broadcasts packets to all the users
in a multicast group using the same data rate. The users might be located at diverse locations
or be mobile at various velocities within a cell. Therefore, the capacity of multicast service
is throttled by the user with the worst channel state. Instead of fixing the transmission rate
to be the lowest achievable value in a multicast flow, we suggest to leverage throughput and
fairness of downlink multicast users. The base station broadcasts using some higher rates
than the lowest rate requested by a user at each subchannel. This means that some users in
the multicast flow are incapable of decoding the received data. Although different users will
miss different packets, the pruned multicast scheduling is especially useful for hierarchical
video codings like [12,22].

In the hierarchical video coding schemes such as H.264 and MPEG-4 etc., video contents
can be decomposed into two layers: basic layer and enhancement layer. The most relevant
elements of the video sequence are included in the basic layer, while the less relevant pieces
of information are put into the enhancement layer [12,22]. The basic layer only provides a
low-resolution video image. To guarantee elementary streaming for all multicast users, the
basic layer flow should be successfully transmitted to the user with the worst channel quality.
While the enhancement layer flow is transmitted merely to the “preferable” users. Because
wireless channel is usually frequency selective, some users might not be able to receive all the
data of the enhancement sub-flow. Aiming at this problem, we have the following assump-
tion (A1): any data received from the enhancement sub-flow can improve video quality of the
basic sub-flow. This assumption is meaningful because the enhancement sub-flow contains
less revelent but high-quality video sequences. In terms of sub-flow buffer, We make an
additional assumption (A2): each buffer always has data to transmit. There are also a couple
of realistic constraints in the hierarchical coding. For example, the basic sub-flow rate might
be in proportion to the enhancement sub-flow rate so that they have almost the same playing
progress, or the basic and the enhancement sub-flows have stream rate guarantee. Unlike the
assumptions of layered multicast in [17,19], this two-layer scheme reduces the complexity

of hierarchical coding and enables QoS scheduling.
Remark When the assumption (A1) is removed, the video quality of a user can be improved

only when all the data in the enhancement sub-flow are received. Under this situation, it is
very difficult to determine which user can be included in the enhancement sub-flow. This is
because the number of pruning methods grows exponentially with respect to the number of
users. The pruning decision should be made on a long-tern basis, which requires multicast
users to be immobile, or to have almost steady channel gains over time. Then, the base sta-
tion can compute the average channel rates of multicast users over the whole spectrum for a
certain period and prune them based on the average channel rates accordingly. Note that the
analytical models and the proposed algorithms in this paper can be tailored to address the
layered multicast scheduling without the assumption (A1).
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3 Pruned Proportional Rate Ratio Scheduling

In this section, we formulate a mathematical model to perform proportional rate schedul-
ing for multicast streams. An efficient algorithm is proposed to assign subchannels with
polynomial time complexity.

3.1 Mathematical Model

We start from the scheduling of single multimedia stream. The raw video is compressed into
a basic sub-flow and an enhancement sub-flow. The basic sub-flow is transmitted to all the
multicast users, while the enhancement sub-flow is transmitted to the users whose rates are
greater than a certain threshold at a subchannel. Consider an OFDMA wireless network with
K multicast users and N subchannels. Denote b, to be a binary value indicating whether
subchannel 7 is allocated to the basic sub-flow.

1 if the basic sub-flow is scheduled at subchannel 7,

b, = .
" 0 otherwise.

Let r¢,, (in bit/s/Hz) be the channel rate of the kth user at the nth subchannel. Let r,[f be
the channel rate of multicast users to transmit the basic sub-flow in subchannel », that is

b

r, =min{r1,nvr2,n7---J’K,n}~ (n

Similarly, e, is denoted to be an indication for the enhancement sub-flow.

o — 1 if the enhancement sub-flow is scheduled at subchannel 7,
"7 10 otherwise.

Denote ey, to be a binary value indicating whether subchannel » is allocated to user k to
transmit the enhancement sub-flow,

__ | 1 if the nth subchannel is used for the kth user,
Chon 0 otherwise.

In the enhancement sub-flow, a user k is pruned at subchannel » if the channel state ry , is
below the threshold r;;. Hence, the multicast rate of the enhancement sub-flow at subchannel
n can be expressed as

r;; = min {{rl,m 2y eees rK,n} n {rk,n|rk,n > rthaVk}} . (2)

e
n’

Then, the number of supportable users at subchannel n, K

K
Ko =" 1,2
i=1

is given by

The selection of r;, should be very careful because it determines the multicast users that
need to be trimmed. If 1y, is too large, few users can decode the enhancement sub-flow, result-
ing in the throughput loss and serious unfairness. When r;, is too small, some slow users are
not pruned so that the total throughput is limited by them. To select an appropriate r;j, the
network operator needs to take the realistic scenarios into consideration (e.g. 0.8 bit/s/Hz in
our configuration). Later on, we also evaluate the performance of proposed algorithm with
different pruning thresholds.

The design objective is to maximize the multicast throughput, constrained by a set of
traffic ratios. In general, the enhancement sub-flow provides high-resolution video image. To
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maintain the same playing progress, the rate of the enhancement sub-flow can be several times
larger than that of the basic sub-flow. Denote L to be the stream rate ratio of the enhancement
sub-flow over the basic sub-flow. Hence, the proportional rate scheduling problem can be
expressed as (P1):

N N

max Z:Kbnr,ll7 + ZKjenr,f 3)
=1 =1
N N

s.t. Zr,fen =L Zrﬁbn, 4)
n=1 n=1

b, +e, <1, Vk,n, )

by, e, €{0,1}, Vn, (6)

In the first constraint, the stream rate of the enhancement sub-flow is L times greater than
that of the basic sub-flow. Note that the proportional rate ratio is determined by the source
coding. When multiple multimedia streams coexist, the proportional rate ratios are extended
to characterize their relationships of stream rates. The second constraint represents the exclu-
sive usage of a subchannel between the basic sub-flow and the enhancement sub-flow.

Compared with the mathematical formulation in [17], our model looks into the throughput
optimization by decomposing a video stream into two layered sub-streams. The basic layer
and the enhancement layer sub-streams are proportionally transmitted in order to maintain the
approximate playing progress. These differences lead to the distinct algorithms for resource
allocation. Since (P1) is a linear integer programming problem, the complexity of finding
the optimal solution grows exponentially with the number of variables and constraints. The
optimal subchannel assignment can be effectively found only when the user number and the
channel number are small enough.

3.2 Efficient Resource Allocation

In this subsection, we propose a suboptimal algorithm, namely pruned proportional rate
ratio (PPRR) scheduler, to perform subchannel allocation based on the unicast algorithms
in [14,15]. In comparison to their work, the major difference lies in that the throughput of
a basic subflow depends on the number of multicast users and that of an enhancement sub-
flow is related to the pruning threshold. In the first stage, the base station prunes the weak
users from the enhancement sub-flow. In the second stage, the subchannels are allocated to
optimize throughput and maintain the proportional stream rate ratios. The basic idea is to
assign a favorable subchannel to the downlink with the smallest weighted flow rate. In the
single-stream case, the stream rate of the enhancement sub-flow is L times that of the basic
sub-flow. Hence, the weight of the basic sub-flow is 1, while that of the enhancement sub-flow
is 1/L. After the multicast flow is determined, it is assigned the subchannel with the best
channel throughput. The proposed algorithm is carried out on a subchannel-by-subchannel
basis, which is shown in Fig.2.

3.3 Extension to Multiple Multimedia Streams

In general, users may subscribe to multiple IPTV channels that provide different video con-
tents. An interesting problem is how to allocate limited network resource for multiple layered
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PPRR Subchannel Assignment

Initialization
1: F={be}, N={1,2,--- ,N}, Npy = Ne = &,
2:YVn=1t N, rfl = ming{74,n}

re =min{{r1,n,r2,n, * ,"Kn} NV {Thn > ren, Yk},

n=2k I{Tk,n,ZV‘%};

3: the sub-stream rates re = r, = 0;
4:n* = arg maxy, KrfL,Vn e N,

/Iselect a subchannel for {b} with the largest throughput;
S5:rp = rb )
6:N = N\{n}/\fb—{n}
7:n* = argmax, K¢ré,Vn e N,

/Iselect a subchannel for {e} with the largest throughput;
8:re =17

9N = N\{n b Ne ={n*};

Assign Remaining Subchannels

10: While N # &,

11: Ifre <L -1

12:  Find n* that has KE.r8. > K&ré, Vn*,n e N;
13: Ne=N.U{n*}, N=N\{n*};

14: re =re + 755

15: else

16:  Find n* that has rfﬁ > rf,/, vn* neN;

17 Ny =Ny U{n*}, N =N\ {n*};

18: 7 :rb+rfﬁ;
19: End While

Fig. 2 Pruned proportional rate ratio scheduling algorithm

multimedia streams. Here, we are looking at the throughput capacity of multiple multimedia
streams with the proportional rate constraints.

Consider an OFDMA downlink with J multimedia streams, each of which is com-
posed of a basic sub-flow and an enhancement sub-flow. The set of streams is denoted as
J ={1,2,...,J}. Amulticast stream j serves K ; mobile subscribers. Denote L ; to be the
layered coding ratio of the jth video stream. Let 7 x ,be the channel rate of the user k of the
Jjth enhancement sub-flow at subchannel n. Denote b}, to be a binary variable indicating
whether the basic sub-flow of the jth stream utilizes subchannel n or not. Another binary
value e} , represents if the scheduler serves the enhancement sub-flow of the jth stream at
subchannel n. Denote r? to be the channel rate of the jth basic sub-flow at subchannel n,
and r ,, to be that of the enhancement sub-flow. Using the similar methods in Egs. 1-2, we

can obtam rb and r , forall j € Jandn € V. Let K ¢, be the number of users that are
supported by the jth enhancement sub-flow at subchannel n, there has

S
i=1

For simplicity of presentation, we consider a case that the basic sub-flows have the same
progress of playing. The mathematical model of proportional rate fair scheduling can be
expressed as (P2),
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J N J N
max > > Kibjurh, + > D KS ejar, 7

j=1n=1 j=1n=1

N N
st > ejurS, =L > bjart, Vj=12...1. (8)
n=1 n=1
N N
Zbi,nrfn = ij,nr;”n, Vi # j, )
n=1 n=1
bj,n+ej,n =< 13 Vjvnv (10)
bj,n+bi,nf I, Vn,Vi#]j, (11)
ejntein = 1, Vn,Vi#j, (12)
bjn,ejn€{0,1}, Vj,n. (13)

The constraints (10-13) represent that a subchannel cannot be used by more than one
sub-flow simultaneously. The constraint (9) means that the basic sub-flows have the same
stream rate. The single stream scheduling algorithm can be slightly modified for the case
with multiple multimedia streams. In the optimization problem (P2), the rate of the jth
enhancement sub-flow is L ; times that of the corresponding basic sub-flow. Therefore, under
the pruned scheduling framework, there are 2J sub-flows in total. We also propose to assign
the subchannels via two stages, the initialization procedure and the remaining subchannel
assignment procedure. In the initialization procedure, we assign the best subchannel (in terms
of multicast throughput) to the sub-flow in the allocable subchannel set. In the remaining
subchannel assignment procedure, we compare the weighted rates of sub-flows. Note that
the weight of a basic sub-flow is regarded as 1, and that of the jth enhancement sub-flow is
regarded as 1/L ;. Itis easy to find the sub-flow that has the smallest weighted rate. Thus, we
allocate the best subchannel of this sub-flow in the remaining subchannel set. The remain-
ing subchannel assignment procedure stops when all the subchannels have been allocated.
These 2J sub-flows result in 2J comparisons in the step 11 of the single stream scheduling
algorithm.

3.4 Complexity Analysis

In this subsection, we examine the complexity of proposed channel assignment algorithm.
When the base station receives the channel quality indication (CQI) feedbacks, it can com-
pute the achievable rates for every multicast user. For example, to determine the multicast
rate of the enhancement sub-flow j, the scheduler needs K; comparisons at a subchannel.
Assume that the number of multicast users affiliated to a stream, {K;[Vj € J}, is less
than a maximum value K,,,,. Then, at most J N K, comparisons are needed to find the
multicast rate matrix for the enhancement sub-flows in the whole frequency band. Next,
we analyze the complexity bound to assign N subchannels. In each step, the scheduler
needs 2J comparisons to identify the sub-stream of the smallest weighted rate. At most
N additional comparisons are required to search for the subchannel with the best stream
throughput. Then the total complexity is bounded by JNK,,.x + 2JN + NZ2. Next, we
analyze the complexity of conventional multicast scheduling that adopts the lowest chan-
nel gain of a multicast stream. The scheduler also needs J N K, comparisons to find the
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multicast rate matrix. When assigning a subchannel, the scheduler demands at most J + N
comparisons to find the stream of the smallest weighted throughput and its best channel
gain. Thus, for the conventional proportional rate ratio (CPRR) scheduler, the total com-
plexity is J N Kqx + JN + N2. One can easily observe that the proposed PPRR algorithm
can improve system throughput at the cost of negligible increment in the computational
complexity.

3.5 Extension to TDD/CDMA Systems

Although the above formulation is primarily designed for OFDMA systems, it can also be
adapted to the multicast streaming in 3G TDD/CDMA systems such as CDMA 1xEV-DO
and UMTS HSDPA. At a given transmission opportunity, the scheduler decides the number
of spreading codes that can be used to transmit a multicast flow. The spreading codes are
orthogonal so that there are no interference in the simultaneous transmissions. The allocable
spreading codes are limited by the maximum value. Therefore, the number spreading codes
plays an equivalent role to the number of subchannels in the OFDMA based system model. In
this paper, the proposed algorithms can be easily extended to schedule the layered multicast
streaming in TDD/CDMA systems.

4 Maximum Throughput Scheduling with Streaming Rate Guarantee

We consider the OFDMA multicast scheduling in which each user has a minimum stream
rate requirement. An optimization framework is formulated to characterize the resource allo-
cation problem. A polynomial time algorithm is proposed to perform subchannel allocation
for throughput maximization.

4.1 Mathematical Model

A different type of hierarchical multicast scheduling is studied in this section. The basic sub-
flow and the enhancement sub-flow are separately controlled and transmitted by the streaming
server, but they are subjected to the minimum streaming rates. The objective function is the
sum throughput of multicast users. Denote ¢ ¢, to be the indication that has

. __ | 1 if the nth subchannel is used for user k in stream j,
Jkn 0 otherwise.

Denote e , to be the indication whether the jth enhancement sub-flow is scheduled at sub-
channel n. Hence, if a sub-flow is not scheduled (i.e. e; , = 0), the corresponding e ¢ , = 0
for every k € j. Let r;, be the selected channel rate of the jth enhancement sub-flow at
subchannel n. If 7 x, < 1 , for user k, then this user is not scheduled either (i.e. ¢ ¢, = 0).
If the jth enhancement sub-flow is scheduled at subchannel n, the total throughput in this
subchannel is expressed as Zf; (i ey <, Let R and R¢ to be the streaming rate
requirements of the basic and the enhancement sub-flows of the jth stream respectively. The
mathematical model of the maximum throughput scheduling is expressed as (P3),

J N J N K
max Z Z Kjbjynr,?n + Z Z €jn er,n : 11‘_/',n§”j.k.n (14)
k=1

j=1n=1 j=1n=1
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N

st > bt =RV Vi=12...1 (15)
n=1
N
> rjmejn = RS Vji=12....1. (16)
n=1
bjn+ejn<1, VjVkVn, (17)
bjn+bin =<1, VnVi#]j, (18)
€jn +ein =< 1, Vn,Vi#j, (19)
binsejn €1{0,1}, Vj, Vn. (20)

Here, the inequalities (15) and (16) correspond to the minimum streaming rate constraints.
Especially, Eq. 15 ensures the throughput of weak users to be no less than R;‘f . For practical

consideration, R® is sufficient for QoS guarantee, thus R¢ is set to be O in this paper. For
each multicast user k in a stream, the minimum throughput is exactly the rate of the basic
sub-flow. The constraints in Eqs. 17-20 represent that a subchannel can be used by only one
sub-flow in every slot. The maximization (P3) is still a linear integer programming. The
optimal subchannel assignment is difficult to be found and is not suitable for realtime imple-
mentation. In general, the throughput of an enhancement sub-flow is no less than that of the
corresponding basic sub-flow because some slow users are pruned in the former. Without the
throughput constraints in (15), all the subchannels will be allocated to the enhancement sub-
flows. Hence, we can allocate subchannels to the enhancement sub-flows first, and reallocate
these subchannels to the basic sub-flows for service guarantee thereafter.

4.2 Efficient Resource Allocation

We present a pruned stream rate guarantee (PSRG) algorithm to maximize throughput. If
there are no minimum rate requirements, the best strategy of an enhancement sub-flow is to
choose the channel rate r; , to maximize the total throughput at each subchannel n. Thus,
the corresponding basic sub-flow cannot win a subchannel unless the optimal 7}, for the
enhancement sub-flow is exactly rj.’, ,, of the basic sub-flow. Owing to this property, we per-
form subchannel assignment via two stages. In the first stage, the enhancement sub-flows
are opportunistically scheduled without considering the stream rate requirements of basic
sub-flows. The throughput maximization depends on both the subchannel assignment and
the selected multicast rates. Denote qbe"n to be the supportable throughput of the jth enhance-
ment sub-flow at subchannel n. qb‘;’n 1s determined by the multicast rate r; ,, that is,

K

SMGTED ST TES PR 1)

k=1

The following lemma suggests a polynomial time algorithm that solves the throughput
maximization in the first stage.

Lemma 1 When R; and R;’. are both 0, the problem (P3) is solved by

ri, =arg max @5, (rjkn), Vi k.n, (22)
J.k.n
j*=arg m]ax ¢j’n (r;‘yn), Vn, (23)
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where r7  is the optimal multicast rate for the jth enhancement sub-flow at subchannel n,
and j* is the selected enhancement sub-flow at subchannel n.

Proof When the minimum stream rates are all zero, the original problem (P3) is simplified
as the following maximization:

max ZZe/anﬂ,- Fim<rikn (24)

j=1n=1
S. L. ejpten= 1, Vn, Vi # j,
ej_n S {07 1}7 V],Vl’l

One can observe that the simplified problem is a linear combination of per-subchannel
throughput. Thus, the optimal solution of Eq.24 is exactly the sum of optimal solutions at
each subchannel.

We prove this lemma via two steps. First, we consider the multicast rate selection of an
enhancement sub-flow. Assume that the channel rates of the users in the jth enhancement
sub-flow are sorted from the smallest to the largest at subchannel n, thatis, r; 1, < rj2, <

« < rjk;n Let r , be the optimal multicast rate and K¢* i be the optimal number of
supportable users. The throughput of the jth enhancement sub-flow is Kje’;l jn at subchan-
nel n. We argue that r¥ in is chosen from the discrete rate set {r; 1 ,, rj % TR rj,Kj,n}.
This claim can be easﬂy proved by contradiction. Suppose 7 x—1,, < ¥ T S ik there
have ejin=--=¢ejr1, =0andejr, = - = = ¢jKjn = 1. When we increase

J n O ks Kje*n is unchanged while the total throughput is improved. Hence, the optimal
multicast rate r; , is chosen from the set {rj 1,1, 7j 2., - ... 7j k;,n}. Formally, there has

ri, =arg max 05, rjkn)s Vi k n.

Next, we prove the optimal subchannel allocation scheme in Eq.23. According to Eq. 24,
the system objective is > _, ij»zl ®jn(ry,)ejn, where e, is the binary indication of
channel assignment. Suppose the nth subchannel is allocated to the jth enhancement flow.

Assume that there exists a flow fth that has ¢j¢ , (r;.,k n) > ] NG ] ,»)- The total throughput can

be improved by shifting the subchannel n from the flow j to ]. Therefore, the subchannel n
is assigned to stream j* by the following law:

= argmjaxqﬁ;,n(r;"n), vn. u]

In the second stage, the scheduler reallocates subchannels for the basic sub-flows so as
to meet the stream rate thresholds, based on the unicast scheduling algorithm in [23]. The
principles of the second step are listed as follows:

— The subchannels that have been allocated to the basic sub-flows are out of the reallocation
procedure.

— In each reallocation, the total throughput reduction should be minimized.

—  The number of reallocation operations should be kept as low as possible.

The principles in our paper are different in that they involve both the subchannel realloca-
tion and the multicastrate selection. Importantly, the scheduler should distinguish the physical
meaning of “stream rate” from that of “network throughput’. The first principle ensures the
minimum stream rates of the basic sub-flows. The remaining principles are realized by the
following operation.
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PSRG Subchannel Assignment

Initialization and Sorting

LTy = {51,b2, b7} Fe ={e1,e2,-- e N ={1,2,--- ,N}
2J {1,2,- J}Nb Nf=2,VjeJ;
3r j =0,Yje T/ denote the stream rate of 5% basic sub-flow
4: reallocated subchannel set: Ny = N
5S:Forn=1toN,j=1toJ, k=1to K;
6: Sort 7; i, in an enhancement sub- ﬂow forj € Jandn € N;
7: Calculate the stream rate to maximize multicast throughput
] ,, using Eqn.(21) and (22),Vj € J and n € N;
8: End for

Throughput Maximization
9:Forn=1to N

10:  Find j* that has ¢%. W(r Tie
11: N = Nj= u{n}/\/ \{}

12: 7S, —r]*+r*n,

13: End for

Subchannel Reallocation for the basic sub-flows
14: Fori=1to J

15:  Compute A}, forall n € Ny via Eqn.(25);
16:  Select the n that has small A"

J—1 >
//assume n belongs to the enhancement sub-flow j
17: = 7’ + 7“ //update the current flow rate

18: Nb Nb U {n}
19:  goto 15 until rb > Rg
20: End for

Ne\{n} Nre = Nre \ {n};

Fig. 3 Pruned stream rate guarantee scheduling algorithm

Subchannel Reallocation for Basic Sub-Flows: The multicast scheduler transfers the sub-
channels from the enhancement sub-flows to the basic sub-flows in the second stage. Suppose
that the scheduler shifts the subchannel n € /\/'je from the jth enhancement sub-flow to the
ith basic sub-flow. The cost function of this transfer is

e * e b
j,}’l(rj,l’l) - i,n(ri,n)
9

i = b
ri,n

(25)

where r* n is the rate of the enhancement sub-flow j and r in is the rate of the ith basic
sub-flow. The cost function is proportional to the decrease of overall throughput and inverse
proportional to the increase of the stream rate. The candidate subchannel, say n*, has the low-
est shifting cost. This method is initially proposed in [23] for unicast services and is extended
to the multicast scheduling in this work. As is shown in Eq. 25, the shifting cost of a basic
sub-flow depends on not only the basic rate, but also the number of multicast members and
the multicast rate of the enhancement sub-flow. In each iteration, the shifted subchannel will
not be reassigned in the future. By repeating this search procedure, the scheduler can satisfy
the minimum stream rates of the basic sub-flows. Let A and ¢ be the sets of subchannels
allocated to the jth basic and enhancement sub-flows. The proposed algorithm is shown in
Fig.3.
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4.3 Complexity Analysis

It is worthwhile to analyze the complexity of the proposed heuristic algorithm. Let K, be
the maximum number of users in a multicast flow. In order to pick a flow to transmit, the
scheduler needs to sort all the instantaneous rates first. We recommend to use Quick Sort
algorithm with the complexity of at most K 2, for each stream in a subchannel. The multicast
rates for the basic sub-flows can be found in the sorting process. Next, we select an optimal
multicast rate to maximize the throughput of each enhancement sub-flow. In the ordered
rate set, the number of comparisons in Eq. 22 is less than K, . Therefore, the initialization
and the sorting procedure need at most J N (Kq0x + K nzmx) comparisons to find the multi-
cast rates for all the basic and the enhancement sub-flows. In the first stage of subchannel
assignment, J N comparisons are needed in Eq.23 for all n € A. In the second stage, the
scheduler reallocates subchannels for the basic sub-flows. For each basic sub-flow j € 7,
the scheduler needs to compute at most N costs. It also needs at most N comparisons to find
the best subchannel in the reallocable subchannel set and at most N loops are required to
check whether the minimum stream rate is satisfied or not. The computational complexity is
bounded by 3J N in the second stage. Hence, the proposed algorithm has a total complexity

of at most JN (4 + Kpax + Kr%mx)‘

5 Pruned User Proportional Fair Scheduling

In this section, we present a multicast scheduler that achieves proportional fairness among
the users of different flows in the system. The multicast scheduler decides the sub-flow and
the corresponding multicast rate on every subchannel.

5.1 Model and Algorithm

The QoS of proportional rate ratio scheduler is predetermined by a set of constant traffic ratios.
The throughput of weak users in the maximum throughput scheduling also depend on the
required values. Although the suboptimal system capacity can be achieved with polynomial
time complexity, this kind of QoS is not very flexible and might not reflect the fair subchannel
allocation among the multicast users. The proportional fairness (PF), firstly defined in [6],
was introduced in [18] to schedule the transmission over wireless fading channels. The PF
scheduling is to maximize the sum of user utilities that characterize the users’ satisfaction
of their throughput. Especially, the utility of a user in the PF scheduling is equivalent to the
logarithmic average throughput. Here, we replace the stream rate constraints by the fair usage
of subchannel resource.

In the traditional multicast scheduling, the channel rate of a user at a multicast group
equals to the smallest CQI at that group. Hence, the stream throughput of all group members
are the same. The proportional fair scheduler is to maximize the aggregate utility of multicast
users of all streams. In the layered multicast, the total throughput of a user equals to the total
throughput of the basic sub-flow and the enhancement sub-flow. However, a user’s interest
towards the basic sub-flow and the enhancement sub-flow might be different, even though
the total throughputs of various combinations are the same. For example, given the total
throughput of a user, it can receive high throughput in the basic sub-flow and low throughput
in the enhancement sub-flow, or low throughput in the basic sub-flow and high throughput in
the enhancement flow. They might lead to different video quality for this user, depending on
the source coding strategies. To make the optimization framework meaningful and tractable,
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we treat the multicast users in the basic sub-flows as virtual users. The number of virtual
users in a basic sub-flow is equivalent to that of multicast users in the corresponding enhance-
ment sub-flow. The channel rates of virtual users at a subchannel are the same, and are equal
to the rates of the worst user in the multicast group For example, the jth basic sub-flow
has K; virtual user whose channel rates are all b n in the nth subchannel. Denote Tb(t)
to be the throughput of a virtual multicast user in the jth stream. Denote Te « () to be the

throughput of the kth user in the jth enhancement sub flow. We have Tb (t) = 2111\' 1 bj, nr;’ "

and Tek(t) = ZN ek nr] k.n at time . Denote T (t) and T° k(t) to be the corresponding
exponent1a] wei ghted moving average (EWMA) throughputs at time 7. They are updated at
time 7 + 1 by

T+ 1) = (1 - i) T2+ —Tb( + 1) (26)
J - w) o/ w ’

_ 1\ = 1
TS (t+1) = (1 _W) T;’k(t)+WT;k(t+l), (27)

where W is the latency time window in number of slots. Especially, W is suggested to be
20 in previous studies [1,7]. The satisfaction of a user is represented by the utility function.
The proportional fair scheduling aims to optimize the sum of logarithmic average throughput
of all multicast users. Therefore, the mathematical model can be expressed by the following
mixed integer programming (P4)

max ZK, logT 0 +ZZlogT o) (28)
j=1k=1
S.t. Equatlons 17, 18, 19, 20. (29)

As is mentioned, the mixed integer programming problem is NP hard, in which the com-
plexity grows exponentially with the number of constraints and variables. Thus, we derive
a suboptimal algorithm to assign subchannels and select multicast rates jointly. The pro-
posed algorithm is extended from the unicast PF scheduler in [7]. Suppose S* is an optimal
scheduler, we consider an arbitrary scheduler S so as to make the following inequality holds,

>

j=1k=1

K;

o

J J
—b,S —e,S —b,S* —e,S*
<log T, (1) + log ijk(t)) <> (1og 70" (1) +log T, (t)). (30)

~.
—_
~
Il
—_

Equation 30 can be rewritten in the form of product,

f[ (770 Tho) <]

We start from the time slot tin which the average rate of the schedulers S and S* are
the same, ie. T (1) = T7° (1) = T)(0) and TS (1) = T V(1) = TS, (o) for all j, k.
Given the schedulers S and S*, the average throughput T j (t + 1) and Tﬁ kS (t + 1) are
updated by Eqs.26 and 27. Denote US and US” to be the sets of multicast users that are
scheduled by S and S* respectively. Let G be the set of multicast streams that includes both

the basic sub-flows and the enhancement sub-flows. We only look at the average throughput
of multicast users in the set U4 = US| JUS" because the unscheduled sub-flows at time

>

J

(7" 075 o). (3D

:\

1

=~
—_

~
I
—
~
Il
—

~.
I
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t + 1 are canceled out in the inequality (31). The set U5 yu 5" can be replaced by either
Us U(US* —USHorUS Uws - US™). Therefore, we have

[I7ic+v=[]Toc+n- ] T.c+D

ueU4 uels uels* —us
W — DT, (1) + T, (t + 1 W — DT, (¢
:H( YT () + Tyt + 1) H ( )u()7 32)
w w
uels uels*—us
where p denotes a multicast user.
Multiplying [, s nus Tu (1), Eq.32 can be transformed into the following,
75 —
[[T.c+v- [] Tu®
ueUA ueUS NUS*
W — DT, (t) + T, (t + 1 W — DT, (t
) QUADIOES AGNE » JUASVAG) o3
) w : w
uels ueUs*
Similarly, the following equation holds for the scheduler S*,
iS* —
[[7T.¢+n- J] Tu®
ueUA ueUs N US*
W — DT, (1) + T, (t + 1 W — DT, (¢
S QUAILUER ARV s JUAS VI ACY )
w w
uels* uelUs
Given a rate vector of multicast groups (r1(t + 1), r2(t + 1), ..., rg(t + 1)), the sched-
uler $* can maximize the objective function Eq.28 only when
H (W — DT, (1) + T, (1 + 1) H (W — 1T, (1)
w w
ueUs welS*
W-=DT. )+ TG+ 1 W=DL®)
<
= I1 7 I1 7 : (35)
uels* ueUs
By simplification, the above inequality can be written as
T.(t+1 T,(t+1
H(1+”(7—';))§ H(1+(7t)) (36)
(W —=DT, () (W —=DT,(@)

uelUs ueUs*

Hence, given the instantaneous channel rates of multicast users, the optimal scheduler S*
can be approximated by

. T,(t+1)
S* = arg m;lx H (1+(W—1)Tu(t))=arg m;lx H

(H(1+ T+ 1) ))
s \ueg (W — DT, (1)

ueUs
Tu(t+1
%argmaXH 1+Zu(7—t) , (37)
S eeGs wes W = DT, (1)

where g is a sub-flow and G¥ is the set of multicast sub-flows that are scheduled. When
the latency scale W is large enough, the scheduler in (37) can be simplified using Taylor
extension with almost the same performance
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PUPF Subchannel Assignment

Initialization
1:9:{1,2~-G}Z/I—{12 ‘Ul
2N ={1,2,--- ,N}, Ny = &,
3:Muisa virtual user of flow g € G;
Tu,n 18 set to be the multicast rate of flow g
end if
Subchannel Assignment
4:Forn=1to N,u=1t U,

5: r;n = argmaxry ,, ©g,rg 5>
6: g* = arg maxgy g,
7: End for

Fig. 4 Pruned user proportional fair scheduling algorithm

§* = arg max > > TT(t Z)l)

gEGS ueg
N
— . t+1
—agmax 3 Zumtben CugTpn + D) (38)
o & T.0)

where ¢, ¢ indicates whether the user u is included in the gth multicast group or not, and e
indicates whether subchannel n is allocated to the sub-flow g. The computational complexity
of the optimal scheduler $* is quite heavy since the optimal subchannel assignment needs an
exhaustive search over the exponential number of possibilities. Instead of using an exhaustive
search approach, a simplified scheduling rule is presented to determine the sub-flow and the
corresponding number of bits over single subchannel. In the simplified scheduler, we have

Fon-lp, <
S* = arg max B8 Ten=Tun (39)
8:Tg.n g 8. Tg.n Z Tu (l)

where r,, ,, represents the channel rate of a multicast user (either the one in the enhancement
sub-flow or the virtual one in the basic sub-flow). According to Eq. 39, the multicast rate r ,
is determined by,

Fgn = arg MAX Qg1 (40)
r
where @, = > =" 1, <. 1)

=T
Here, a multicast sub-flow (either the basic and the enhancement) with the largest (p;‘ o
N

is chosen by the base station for transmission at subchannel n. The pruned proportional fair
scheduling algorithm is summarized in Fig. 4.

5.2 Complexity Analysis

Assume that each enhancement sub-flow has at most K,,, multicast users. In the jth enhance-
ment sub-flow , the scheduler needs at most K,?m . computations to obtain the ¢; ,(r},,) for
each r; , at subchannel n according to Eq.40. To find the optimal % jon that maximizes ¢; ,,

the additional K, comparisons are required. In the subchannel assignment procedure, there
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are 2J multicast sub-flows in the network, resulting in 2J comparisons of Pjrt, at a sub-

channel. Thus, the assignment algorithm has a complexity of 2J + J (Kqx + K 31 «¢) ineach

subchannel. Consider an OFDMA downlink with N subchannels, the total computational
complexity is upper bounded by JN (2 + Kypax + K2

(J.X)'

6 Performance Evaluation

6.1 Simulation Setup

To evaluate the performance of our proposals, we conduct numerical experiments in this
section. The multicast schemes that adopt the lowest achievable rate as the multicast rate
are termed as conventional algorithms, e.g. conventional PRR (CPRR), conventional SRG
(CSRG) and conventional UPF (CUPF). The throughput and the user utility are compared.
We allocate subchannels in a realistic WiMax/802.16e infrastructure wireless network. The
carrier frequency is 2 GHz that is usually chosen by WiMax systems. The total frequency
band is 10 MHz, and is divided into 128 orthogonal subchannels. The transmission power
is 43dBm at the base station, and is evenly distributed over the frequency band. All the
simulations last 2000 time slots if not mentioned explicitly. The power density of additive
gaussian noise is —174dBm. The path-loss exponent is set to 3.5 according to the ITU
recommendation. The mobile subscribers are randomly located in a circular region that is
200-1200m away from the BS. We also model the wireless channel as a frequency selective
channel consisting of five independent Rayleigh propagation paths. Based on the Clarke’s
flat fading model, the power delay profile is exponentially decaying with e~ | where [ is
the multipath index [15]. Hence, the relative powers of the five multipath components are
[0—8.69—17.37—-26.06—34.74]dB. We consider a mobility scenario in which the resulting
doppler shift is 10 Hz. Similar to previous work [1,7], the time window of PF schedulers,
W, is chosen in the range [10,100], and is set to 20 in our simulation. Assume that a WiMax
downlink contains a number of multimedia streams. If not specified, each of them has a
random number of multicast members within the range {3, 10}. The channel CQIs are mea-
sured in bits/s/Hz given the frequency band and power budgets. When the M-ary quadrature
amplitude modulation (MQAM) is used, the constant gap for a certain BER (i.e. 107%) is
computed by —In(5 x BER)/1.6.

6.2 Pruned Proportional Rate Ratio

To evaluate the performance gain of the proposed PPRR algorithm, we tune the system param-
eters such as the channel access threshold, the traffic ratio, number of users and multimedia
streams. Fig. 5 shows the throughput improvement of PPRR for a single multimedia stream
when comparing with CPRR. The pruning threshold is set to be 0.8 bit/s/Hz. When the traf-
fic ratio grows from 0.5 to 5, the throughput of the enhancement flow increases, while the
throughput of the basic sub-flow decreases. This is because more and more subchannels are
allocated to the enhancement sub-flow. The total throughput of PPRR significantly outper-
forms that of CPRR by pruning weak users in the enhancement sub-flow. As is shown in
Fig.5, the throughput gains are approaching 100% with large traffic ratios. The proposed
PPRR scheme is a heuristic algorithm of polynomial complexity. To better understand its
performance, it is necessary to compare the heuristic algorithm with the optimum. Because
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Fig. 5 PPRR: throughput versus

Throughput VS Proportional Rate Ratio
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i i
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Proportional Rate Ratio

Fig. 6 PPRR: heuristics versus optimum

the optimal solution requires an exhaustive search over all the assignment strategies, we only
consider two sub-flows with ten subchannels to reduce the simulation burdens. The simula-
tion setting is the same as the preceding experiment. The total throughput (both basic and
enhancement sub-flows) of the heuristics and the optimum are compared in Fig. 6. For fair
comparison, we only consider the throughput that are strictly constrained by the proportional
ratio. The performance gaps are less than 10% in a set of experiments. In the extreme case
that each multicast group contains only one subscriber, the gaps are actually very small.
Another important parameter is the channel access threshold ryj,.r;;, determines which
multicast users are pruned in a subchannel. If the ry, is set to a small value, the OFDMA
downlink capacity is still limited by the weak users. On the contrary, the capacity will be
harmed if good users are pruned for the sake of high r;,. We evaluate the configuration of
different r,, in Fig.7. The best throughput is obtained around the threshold of 0.6 bit/s/Hz
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Fig. 7 PPRR: throughput versus Throughput VS Threshold
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Fig. 8 PPRR: throughput versus user number

for L = 2 and 1.2bits/s/Hz for L = 10. When we further increase the pruning threshold, the
multicast throughput decrease for all traffic ratios. Although the throughput gain depends on
how to prune weak users, the proposed PPRR always has greater aggregate throughput than
the conventional CPRR.

In Fig. 8, we simulate the multicast throughput with different number of users. The prun-
ing threshold is set to be 0.8bit/s/Hz. One can see that the throughput of both PPRR and
CPRR increase along with the incremental number of multicast users. But the proposed
PPRR scheme has much larger throughput compared with the CPRR scheme.

In general, there are multiple coexisting multimedia streams in an OFDMA downlink. We
then evaluated the proposed PPRR scheme with various number of streams, where each one
contains a random number of multicast users within the range {3, 10}. The stream rate ratios
of basic sub-flows are all set to 1, and those of the enhancement sub-flow over the basic sub-
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Fig. 9 PPRR: throughput versus Throughput VS Stream Number
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flows are chosen from 2 to 10. The channel pruning threshold remains unchanged. According
to Fig.9, one can find that PPRR significantly outperforms CPRR in terms of throughput.
The reason is that the channel gains of conventional multicast are throttled by the users of
poor channel quality. However, we cannot draw a relationship between stream number and
throughput. This is because the newly added subscribers are randomly distributed in the cell
and each multicast group contains a random set of subscribers. Thus, if a new stream contains
ONE subscriber of poor channel quality, the total system throughput will decrease, and vice
versa. The above explanation is also effective for the CPRR algorithm.

Figure 10 shows the instantaneous stream rate distribution for three multimedia streams
in one time slot. The stream ratio of the enhancement sub-flows over the basic ones is set
to 3. The horizontal ordinates represent the basic sub-flows and the enhancement sub-flows.
The vertical coordinate denotes the stream rate ratios. With the PPRR subchannel alloca-
tion algorithm, the stream rates are well distributed among multicast flows according to the
proportional constraints.

6.3 Pruned Stream Rate Guarantee

We evaluate the multicast throughput with stream rate guarantee in an OFDMA downlink.
Similar to the above experiments, the case with single multimedia stream is considered first.
Figurel1 shows the comparison of the pruned stream rate guarantee (PSRG) algorithm with
the conventional one when the minimum stream rate increases. Since there is only one stream,
the throughput of CSRG has nothing to do with the minimum stream rate. While in the PSRG
algorithm, the stream rate of the basic sub-flow is guaranteed in the subchannel reallocation.
When the minimum rate increases, the throughput of the basic sub-flow increases and that of
the enhancement sub-flow decreases correspondingly. This implies that more subchannels of
the enhancement sub-flow are shifted to the basic sub-flow. Next, we vary the number of end-
point users in the multimedia stream. The minimum stream rates are set to be 0—1000kbps,
respectively. One can see in Fig. 12 that the system throughput of both PSRG and CSRG
increase with the growth of the user number. By pruning the users with low achievable chan-
nel rates, the PSRG approach has remarkably larger throughput than the CSRG approach. We
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Stream Rate Distribution

Stream Rate Ratio

B1 B2 B3 E1 E2 E3

Fig. 10 PPRR: stream rate distribution

Fig. 11 PSRG: throughput Throughput VS Minimum Stream Rate
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further compare PSRG with optimum in order to evaluate the efficiency of PSRG. In this set
of experiments, we consider the scenario with two multimedia streams and ten subchannels.
Because there are four sub-flows in the system, 1048576 assignment schemes are compared
to find the optimum in each time slot. The throughput with different rate requirements are
shown in Fig. 13. The gaps between PSRG and the optimal scheduler are small, which means
that PSRG is an efficient heuristic algorithm.

A set of more general experiments are conducted to exhibit the throughput gains of PSRG
over CSRG. In Fig. 14, the throughput gain ranges between 97% and 390% without mini-
mum rate requirement. When the number of streams increases, the number of basic sub-flows
also grows. Because the basic sub-flows require certain minimum stream rate, the subchan-
nels are transferred from the enhancement sub-flows to the basic sub-flows, resulting in
the throughput decrease. Thus, as shown in Fig. 14, when the number of streams increases,
the total throughput tends to decrease on the contrary. For example, when minimum stream
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Fig. 12 PSRG: throughput Throughput VS User Number
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Fig. 13 PSRG: heuristics versus Heuristics VS Optimum
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rate requirement is 400 kbps, and the stream number increases, the total throughput decreases
until the rate requirements of basic sub-flows cannot be satisfied. In our simulation, the newly
added streams contain mobile subscribers that are randomly located in the cell. Hence, the
total throughput might not rigidly decrease in term of the stream number. But the trend
coincides with our analysis when the stream rate requirements are 200 and 400 kbps. There
are also some exceptions in Fig. 14, e.g. the throughput curve without minimum stream rate
requirement. The total throughput may increase or decrease, depending on the channel gains
of newly added users.

6.4 Pruned User Proportional Fairness

This set of experiments evaluate the network utility and the throughput of proportional fair
scheduling. The comparison of utility between PUPF and CUPF is indirect since they have
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Fig. 14 PSRG: throughput
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Fig. 15 PUPF: utility versus user Aggregate Utility VS User Number
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different number of users. Here, we combine the user throughput of the basic sub-flows
and those of the enhancement sub-flow in the PUPF algorithm. Figure 15 illustrates that the
sum user utility of PUPF increases with the growth of multicast users in a stream. One can
clearly see that the sum log-utility of PUPF is much higher than that of CUPF. Figure 16
compares the system throughput of PUPF and CUPF for a single stream. We can observe
that the throughput gap between them becomes larger as the number of users increases. The
per-channel throughput increases along with the number of multicast users. The compari-
sons between the heuristic algorithm and the optimal algorithm are not demonstrated in this
work. This is due to the prohibitive computational complexity. The quantity of rate selection
strategies is the number of sub-flows to the power of user number. The total complexity of
subchannel assignment is the number of rate selection strategies to the power of the channel
number, which is nearly impossible to obtain.
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Fig. 16 PUPF: throughput
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Next, we evaluate the performance of PUPF with multiple multimedia streams. Figure 17
manifests that the proposed PUPF algorithm has larger sum user utility than the conventional
CUPF method. We also measure the throughput of proposed algorithm. Figure 18 shows that
the throughput gain of PUPF over CUPF ranges between 14 and 137%. When the number
of streams increases from 2 to 4, the total throughput of PUPF and CUPF decrease sharply
because the newly added multicast groups contain users of poor channel qualities.

7 Related Work

There have been plenty of work on the opportunistic unicast scheduling in wireless fad-
ing environments [2,3,9,10]. The basic principle is to dynamically allocate shared network
resource to the users with favorable channel states. In OFDMA multicarrier networks, the
base station can assign both subcarriers and transmission power to downlink users. The
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Fig. 18 PUPF: throughput Throughput VS Stream Number
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maximum sum rate (MSR) algorithm aims to achieve the maximum aggregate throughput of
the network. Thus, a few users close to the base station, and hence having excellent channel
gains, will be allocated all the system resource [1]. In order to improve QoS of weak users,
authors in [23] propose a low-complexity MSR algorithm to maximize the sum rate of all
users, given a set of throughput constraints. To overcome this drawback, a maximum fairness
(MF) algorithm (also referred to as max-min fairness) is proposed in [14] to allocate the
subcarriers and transmission power such that the minimum user’s data rate is maximized.
Due to the inflexibility of MF algorithm, [21] presents a generalization, namely proportional
rate constraints (PRC) algorithm. The objective of PRC algorithm is to maximize the sum
throughput of all users, with the additional constraint that each user’s data rate is proportional
to a set of predetermined coefficients. Unlike the above mentioned schemes attempting to
instantaneously optimize an objective, Viswanath et al. [18] present a simple proportional
fair (PF) scheduling strategy that maximizes an objective concerned with long-term average
throughputs [1]. This PF scheduler can take advantage of multiuser diversity while maintain-
ing comparable long-term throughput for all users.

Driven by the bandwidth-intensive applications such as multimedia streaming (e.g. [13]),
multicast service is favorable for a set of users subscribing the same contents. Won et al. [19]
investigate the time slot allocation and multicast rate selection for inter-group and inter-user
proportional fairness in CDMA2000 1xEV-DO systems. However, opportunistic multicast
scheduling is rarely studied in OFDMA multicarrier wireless networks. The innovative work
in [17] introduces the user pruning scheme to improve OFDMA multicast throughput. Two
scheduling algorithms, the maximum sum rate and the proportional fairness, are presented
to assign subcarriers. However, there are two potential disadvantages: (i) it only considers
the scheduling of single multimedia streaming; (ii) the QoS requirements of multimedia
streaming are not comprehensively considered.

8 Conclusion and Future Study

Exploiting multiuser diversity in OFDMA cellular networks has attracted great attentions
nowadays. In this paper, we investigate the opportunistic resource allocation for multicast
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streaming services. To overcome the limitation of conventional multicast, we propose cross-
layer schedulers to transmit different image qualities to the users of different channel gains.
Three types of QoS requirements are considered: proportional stream rate, stream rate guar-
antee as well as proportional fairness. We present polynomial time algorithms to perform
subchannel allocation. The effectiveness of the proposed algorithms is validated through
numerical simulation with the measured CQIs. In regard to multicast streaming with external
arrivals, the QoS scheduling can be modeled as maximizing the total received packets, which
will be our future study.
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