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Abstract—Network coding is an attracting technology that has  via opportunistic listening while other packets are obgdin
been shown to be able to improve the throughput of wireless py the fact that the node is the source of that packet. In this

networks. However, there still lacks fundamental understading  gcenario, node” can at most encode four packets together
on how network coding works under realistic scenarios. In this .
d and save three transmissions.

paper, we examine the performance of a recently propose
network coding system under a realistic wireless physicalalyer
and practical random access mechanisms. We propose a key

performance measure called'encoding number—the number of Sl SZ
packets that can be encoded via network coding in each trans-
mission. We provide an upper bound on the encoding number
for the general coding topology, and derive the average ending
number and system throughput for a general class of random
access mechanisms. Based on the practical coding system, we
also derive a tighter upper bound on the throughput gain for a
general wireless network. Our results are of fundamental vue

for coding-related MAC/Routing protocol design and analyss. D2 Dl

P;©P;

) ) (a) Coding scenario with opportunis- (b) Coding scenario without oppor-
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evaluation. S
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Network coding has been shown to be able to improve the (Sj( C )%
throughput of wireless networks. Recently, the authorsspf [
proposed the practical coding system called COPE. COPE

|. Introduction

utilizes local coding opportunities around each node, ded t

basic coding scenarios are shown in Fig. 1. Consider the ex- 6
ample in Fig.1(a), suppose node wants to transmit a packet S4
P, to nodeD; via nodeC, while nodeS; wants to transmit (c) Hybrid scenario.

P, to Dy via nodeC. The dashed arrow$; --» D, and

Sy --» D; indicate thatD,, D; are within the transmission Fig. 1. Basic scenarios of XOR coding under idealized liokesluling.
ranges ofSy, S, respectively. Thereford);, D, can perform

“opportunistic listening when S; (S3) transmits P, (P) We use the ternencoding numbeto refer to the number of

to nodeC, node D, (D;) can overhear the transmission opackets that can be encoded by a relay node (i.e., nbie

P, (P). Without network coding, nod€’ needs to transmit Fig.1) in each transmission. Intuitively, the higher theaufing

P, and P, separately. However, under COPE, no@ecan number, the higher bandwidth efficiency and throughput can
broadcast an encoded packéy @ P») to both D; and D2, be achieved. One fundamental questiowigether there is an
then D, can decode”, by performingP, ® (P, @ P), while upper bound on the encoding number for a general coding
D, can decode&?, by performingP; @ (P, ® P»). Therefore, structure While former work [5] assume that there can be
node C' delivers two packets worth of information using anfinite nodes around the relay node such that the encoding
single transmission so thdt/4 of the bandwidth is saved. number is unbounded, we show that this number is upper
Another typical coding scenario is shown in Fig.1(b), wherdeounded by aconstantfor a general coding structure (in
no opportunistic listening is required because each of ttgection I). As we will show in later sections, the upper boun
two source nodes are also destination nodes. Finally, (€l)g.1of encoding number directly affects the highest throughput
shows ahybrid form of coding which combines the formergain by the coding scheme, as well as other performance
two cases, namely, some packets for decoding are obtaimeeasures like throughput and packet loss ratio.



Another important question that we addreshasv well the ~ We focus on the COPE coding system:@ding node” is
coding scheme works under random access link-schedulithg node which encodes packets for several flows, e.g., node
mechanismsFor example, in Fig.1(a), if the link-schedulingC' in Fig.1(a) to 1(c) is a coding nodéCoding flows” are
is such that the transmitters always transmit following thigows that transmit via a coding node and their packets have
cycle of S1,5,,C,--- (or S9,S1,C,---), then nodeC can the opportunity to be encoded (e.qg., fl&—D; andSa—D- in
always encode two packets in each transmission and m&ig. 1(a) and 1(b)). Acoding structure” includesonecoding
imize the total throughput. However, if the link-schedglinnode as well as thene-hop predecessor nodasd theone-
is 51,C,S2,C,51,C,---, then nodeC cannot encode any hop successor nodesthe associated coding flows. In general,
packets. In practice, most of the wireless link-schedudityg- there can be: > 2 coding flows within a coding structure.
rithms areprobabilistic (due to the random access mechanisn§jlearly theencoding numberor flows that can be processed
in nature andnon-coding-orientedi.e., the potential coding via network coding, is at mostin one coding structure. Under
opportunity may not be fully utilized. In Section 11, we meld COPE, when a coding node decides to use the XOR coding,
how different random access mechanisms affect the encodihgn we say that aoding schemes applied, otherwise, aon-
number. In particular, we formally characterize the intayp coding schemés used.
of throughput, buffer size and the random access mechanism
used. Surprisingly, we find that the simplequal access”
mechanism outperforms other sophisticated mechanisms in
most cases.

In Section IV, based on the analysis insingle coding s, D,
structure, we then provide an upper bound on the throughput : :
gain by COPE for ageneralwireless network, where there S )
can be multiple concurrent coding structures.

In summary, the main contributions of this paper include: sn' - Dn

« We derive an upper bound on the encoding number for
general coding structures. This shows the contradiction
to the assumption made in [5].

« We propose a methodology to obtain thgerage en-
coding numbemunder a general class of random accesy. 2. (a) Logical and (b) physical representation of a ngditructure.
mechanisms.

« We compare the performance of different random access
mechanisms, and find the importance kmfffer sizeon Clearly there are certain geometrical constrains in a @pdin
the coding performance. structure, which will be explored in more details in Section

« We formally prove the upper bound of throughput gaifi-C, to ensure proper encoding and decoding. For the ease
by the practical XOR coding system (COPE) feneral of presentation and analysis, we first show thegital view
wireless networks of a coding structure in Fig. 2(a), where two-hop coding

) ) ) flows intersect at the coding node. One possible physical

The paper is organized as follows. In Section Il, we charafs,esentatiort of this logical coding structure is shown in
terize the gengral coding str_ucture, and P“’V'de an uppendbo Fig. 2(b): there are nodes evenly spaced apart along a circle,
on the encoding number in any possible coding structurgs, coding node” is at the center of the circle. Each node

under. COPE. In. Section I, we use a st_ochastlc model H?ong the circle, say node has its corresponding nodeand
examine the coding performance under various random accggs segmentij| traverses nod€ (i.e., |ij| is a diameter of

mechanisms. In Section IV, we analytically derive the upP@e circle). We assume that the transmission of nodan

bound of throughput gain for general wireless networks. iy, o ,ccessfully received by all nodes along the circle excep
Sectlon_ V, we verify the anaIyS|s _by §|mulat|0n. In Sectiog, node;. Each source node chooses its corresponding node
VI, we introduce the potential applications of our resultela g ji destination, and all coding flows are relayed by node

the future work. In Section VII, we present the related WOrK: 4 the center. Therefore, in this symmetric structure, if we

and Section VIl concludes. let each source node along the circle transmit one packet to
node( first, then node” can encode all these packets and
Il. Coding Structure: Characterization and Properties  broadcast the encoded packet to all destination nodes along
the circle. Each destination node can perform proper degodi
because it has already obtained the otherl packets, either

We first state the necessary assumptions and notations Eﬁﬂpportunistic listening or due to the fact that it is therse
at packet.

will be used throughout this paper. We consider a stationa?y
wireless network, where the nodes operate at single channel
and halffduplex mOdei that is, the bandwidth resource i84im 1pjease note that there can be other possible topologieshawese this one
shared like DCF in 802.11. here only because it can cover the generat 2 cases.

(a) Logical view. (b) Physical topology.

A. Assumptions and notations



B. Optimum Throughput in a Coding Structure In [5], the authors assume that can bearbitrarily large.
) ) ) ~ However, we will show that under a realistic wireless seitin
Clearly, all the transmitters in a coding structure are inith ,, is indeed bounded. The main reason for this upper bound

a single interference range. We denote the total chaniglthe geometrical constraintsssociated withopportunistic
bandwidth byB. The total throughput in a coding structure igjstening and two-hop relaying

the sum of end-to-end throughput of all its coding flows. Then ] ) . .
the optimum total throughput for theon-coding schemand _ Consider a coding structure with > 2 coding flows.

coding-schemean be achieved, when the conditions describdd€re aren receivers located within the transmission range
in the following lemmas are met respectively. of the coding node. For each receiver, say recelgrit has

to decode its own packet from the XOR combinationrof
Lemma 1 Under the “non-coding scheme’, the 0ptimumoackets. In other words, it must have already obtained therot
total throughput is achieved when “flow rate conservation” — 1 packets either by (a) it has transmitted that packet or (b)
is ensured at the relay node (i.e. no@®. In other words, the it has overheard that packet by opportunistic listeningteNo
total bandwidth allocated to nod§; , .. ., 5,, should be equal that forn>2 coding flows, there must be some opportunistic
to the bandwidth allocated to nod€. When this condition liStening involved.

is met, the optimum total throughput under the non-coding syppose receivep; gets packetP; (which is destined to

scheme isB/2. receiver D;) by opportunistic listening. Let/; denote the
transmitter for this opportunistic listening, thdn;, must be
Proof: Let A; (i = 1,...,n) denote the draining rate ofwithin the transmission range df;Z whereasD; must be

node S;, and lety denote the draining rate of nod€. outside the transmission range Bf. Having this in mind,
The total end-to-end throughput is equal to Obviously et |AB| denote the distance between nodeand B, then
we havep < >~ | \;. Because all nodes are within singlaye must have|VjiDi| < r and |VjiDj| > r 446, where
interference range, we haye’ ; A; + p < B. Thereforer 1 is the reliable transmission rangef node V/, and§ is
is at mostB/2, whenp = >"" | A;. B a positive constant characterizing tdéstance gapbetween

“reliable transmission” and “unreliable transmissioni.dther

words, we say that ifAB| < r then nodeB can successfully
Lemma 2 Under the “coding scheme”, the optimum totalreceive nodeA’s transmissionwith high probability while
throughput is achieved when: 1) the transmission schedufe|AB| > r + § then nodeB can only receive nodel’s
follows some cyclic pattern lik&1, Sa,- -, Sy, C, such that transmissiorwith a very low probability

the encoding number is maximized in each transmission; 2) il h tands in wirel K
equal bandwidth allocation to alF,. .., S, and C. When Let us illustrate the concept ofandé in wireless networks.

these conditions are met, the optimum total throughput undlé] [13], the authors deri_ved the successful reception_mﬂibﬁ
the coding scheme i8B/(n + 1). (P) as a function of distancer] between a transmitter and

a receiver under the log normal shadow fading model. In

Proof: Let \; (¢ = 1,...,n) denote the draining rate of particular, P(x) can be approximated as:

nodeS;, and lety denote the draining rate of nodg. The [ 1-((%)*)/2 z<R,
. . P(z) = R

total end-to-end throughput is equal tq., wherer is the (BE=2)¥)/2 = >R

average encoding numbesf the coding node. Obviously

this number is at mosh. Similar to proof of Lemma 1 : ;
" n : ' the power attenuation factor ranging between 2 and 6. We
\t?:e have_rﬂ = tzﬁl i‘ﬁ anthitzl_ Ai Et“_ SdB‘ hOva)ust illustrate P(x) in Fig.3(a) by settingk = 40 and 8 = 4.
€ Mmaximum fotal throughput 1S oblained when= n. g may choose = 30 and§ = 20 in this example since
which means all nodes must have equal draining rate, a 30) ~ 1.0 while P(30+20) ~ 0.0. Although the actual

the transmission schedule mugt follow the cyclic pattekf_» i value ofr andd may vary for different physical layer models,

51,52,-+,5n, C 10 let the coding node encodepackets in 4, key point is that the “gapd is not neglectableompared

each transmission. to the transmission range which we need to consider in our
analysis.

where R is the distance such tha(R) = 1/2, and g3 is

One should note that while the optimal throughputrion-
coding schemes a constant, the optimal throughput faxding
schemeis crucially dependent om, the number of coding
flows in the coding structure, which is also timeaximum
encoding numbein this coding structure.

Now we can focus on the determination of the maximum
value ofn as a function of the successful transmission range
r and the channel paramet&rThe results are summarized in
the following theorem.

Theorem 1 The number of coding flows (or the maximum
encoding number) in any possible coding structure is upper
bounded byO((r/4)?) in 2D space, and)((r/§)%) in 3D

As discussed before,, the number of coding flows within Space.
a coding structure, is the maximum encoding number and
directly affects the optimal throughput of the coding sceemProof: We first consider the 2D case. Based on the above

C. The Upper Bound of Maximum Encoding Number
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TABLE |
MAXIMUM ENCODING NUMBER: NUMERICAL EXAMPLES.
[ r/r+® ] 06 | 07 | 08 ] 09 |

[ max encoding no.J[ 3.3879 | 3.9497 | 4.8820 | 6.9654 |

sized arc separating every; and D;, which holds for any
two receivers along the circle. Accordingly, the size of the
minimum central angled(in Fig. 4(b)) separating any two
receivers is2 arccos (r/(r + 6)), and the maximum number

transmitter and iver. ; Y ;
ransmifier and a recewer of coding flows in this structure is/ arccos (r/(r +6)). B

Fig. 3. Characteristics of transmission range under a &gading model.

Remark: Table | shows the bound in Theorem 2 for different

i . , values of r/(r + 0). Surprisingly, the maximum number

discussion, for each group dff, D; and D;, we have the o coding flows (or encoding number) is quite small. This
distance relationship as shown in Fig. 3(b) (the relatignshgypjains why the encoding number observed by the authors of

is a result of the triangular inequality). Obviously, evémo [5] is at most5, and in most cases, only 2 to 4.

receiversD; and.D; must be at least apart from each other.

Equivalently, each circle with radiug/2 centered at a receiver

must bedisjoint with each other. Meanwhile, each receivep Generalization of Coding Structure in Multi-Hop Net-

D; must be located within the successful transmission rangg ks

(denoted byr) of the coding nod&’. We show such scenario

in Fig. 4(a). The question is how many small circles with In the above we have limited the coding structure to be

radius /2 can we pack in a big circle with radius This within two hops. This is mainly for the simplicity of argunen

number is upper bounded b9 ((r/§)?), which is also the We can actually extend the coding structure to be more than

upper bound forn, the maximum encoding number in atwo hops. One example is shown in Fig. 5, where there are

coding structure. For 3D case, the circles become sphet@s flows 1— 2 — 3 — 4 and 5— 3 — 6 — 7 intersecting

and we can carry similar analysis to show the upper boundas node 3. Node 3 can encode packets from these two flows

O((r/8)?). B and broadcast the encoded packets to both node 4 and 6.
Although node 6 cannot perform the necessary overhearing
for decoding, it can forward the encoded packet to node 7,

Oq where the opportunistic overhearing and decoding can take
. o place.
S/ e N
R /e \
:l :’ r \.A’ >r+8 |I
‘\ ‘\\ Sr 1"
\ 3 g Flow F—
v Flow F,——>
N A
(a) Packing circles in a circle.  (b) Distance relationship in PI O
Fig.2(b). P> A

Fig. 4. Geometrical constraints that bound the number ofngpflows n. . ) )
Fig. 5. Generalized coding structure.

Remark. The bound in Theorem 1 appliesatl possible cod _In general, both the source node (i.e. Nafléin Fig. 2(a))
ing structures under COPE. It does not assume the transmitte L : -
o : " and the destination node (i.e. Nod# in Fig. 2(a)) can be
for opportunistic listening to be within only one-hop frotmet , .
; . multiple hops from the coding node, as long as necessary
coding node. On the other hand, for the representative godin . ;
overhearing has happened before the packets reach thegcodin

Egﬂﬁt(;”e shown in Fig.2(b), one can further provide a E'ghtnode. We now show that Theorem 1 holds for the generalized
' coding structure as well.

Theorem 2 For the coding structure in Fig.2(b), the number

of coding flows (or maximum encoding number) is él' eorem 3 Theorem 1 holds for generalized coding structure,
bound(;dgbw/\;vrccgs (T/(:Jlrél;) ing nu ) lJppwhere nodeS; and D; in the “logical view” (Fig. 2(a)) can

be multiple hops from the coding nodé

P_rOOf: For th? coc_iin_g St_rUCture in Fig. 2(b), we Sh.O\.N the 2Similarly, this bound can be extended to a 3D case, by chgntfie
distance relationship in Fig. 4(b). Clearly there is a mimim  “minimum arc” into the “minimum area” on the sphere.



Proof: We can reuse Fig. 3(b) without loss of generality. Ito be larger when the traffic rates of the coding flows are
this caseri, D; and D; can be multiple hops away fromcomparableto each other.
the coding node, however they must obey the same distanc

constraint for any valid coding/decoding to happen. Taeet affects the number of buffered packets. For instance, densi

me_r%ae':)?e?;t;]e same results by following the same argumeas?ng the basic DCF of 802.11 under heavy traffic. Because

the coding node has equal channel access opportunity &s all i

contenders (i.e., other source nodes), packets may acatemul
Remark: It is not hard to imagine that in a multi-hop networkguickly in its buffer, resulting in a high encoding numben O
there can be coding opportunities at many relay nodes alahg other hand, if we try to assign a higher channel access
the flow, each forming a generalized coding structure with thpriority to the coding node (since it is most likely the bettl
necessary senders and decoders. Our analysis on the codick node), as suggested by tha@ckward pressufescheme
structure serves as the building block for analyzing largeroposed in [14], then the coding node can clear out the
network employing distributed and localized network cagdin buffered packets faster such that the encoding number will b

smaller. We should note that thackward pressurés clearly

a good choice fomon-coding schemebecause it reduces

The link-level random access mechanism also crucially

I1l. Coding Performance under Random Access the self-interference between upstream and downstreaesnod
Link-Scheduling along the flow. However, when @ding schemé employed,

one may prefer &digher buffer occupatiomat the coding node
In previous section, we derived the upper bound of mase as to increase the coding opportunity.
imum encoding number for any possible coding structures
under COPE. Note that the maximum encoding number is
achieved by the optimal conditions stated in Lemma 2. Nog/ Calculating the Average Encoding Number
for a given coding structure with coding flows, we examine
the average encoding numbevhen the link-scheduling uses Based on the above discussion, we use the following
generic random access mechanism. We will first assume te&ichastic model to capture the dynamics of the coding sode’
the coding nodeever delays transmissipne., it competes for buffer by taking the traffic volume and random access mech-
channel access whenever it has packets to send and encodes@ms into consideration. For simplicity of derivatione w
many packets as possible. At the later part of this sectien, \wssume aseparate buffer structurat the coding node: the
will relax this assumption and analyze the performance wheoding node maintains a separate buffer for each coding flow.
a coding node uses delaying strategies. We will show later (in Section V) that the analytical results
from separate buffer structure matches well even when one
uses a single buffer structure.

A. Key Intuition Let M denote the buffer size for each coding flow at the

Before delving into the analysis, let us first present thCeOdmg node. Consider the buffer for one specific coding flow,

high-level intuition that underlies the results in the rest —o flow 5, =C—D; (following the notations in Fig. 2(a)). We

. X . ) . . use an embedded Markov chain to represent the dynamic of
this section. Consider a coding structure witftoding flows this tagged buffer at the coding node and it is illustrated in

operating under the_codlng sgheme. The number of packﬁls' 6. The embedded points are right before each successful
encoded by the coding node is closely related to number o

. . . .~ . packet transmission by a source node or the coding node
its bufferedpackets at the instant right before the transmissiop. ; y . g hode,

i . . ) . and we call the interval between two consecutive obsematio
If we classify packets in coding node’s buffer intogroups,

L7 . oints aslot Given certain traffic loading at the source nodes
each containing only the packets of one coding flow, then the g ;

: . the slot time is a random variable relating to the back-off
encoding number is exactly the numberrain-empty groups mechanism and collision probability. For the rest of thi
at the instant right before coding node transmits. In oth P Y- Py

r H H H “
words, higher packet diversity in the buffer will result ilgher tre throughput is expressed in the unit of packet/_slotd tre
. total bandwidth for any random access mechanism is clearly
encoding number.

1 packet/slot.

Two main factors that affect the number of buffered packets
at the c;odmg no_de argraffic vqumeand_random access 1-p, 1-P,-P, 1-Pi-P.
mechanismWe discuss the effect of traffic volume first. If
there is only light traffic across the coding structure, theing
node will have lots of opportunities to transmit its packets
before accumulating a large number rdn-empty groupin
its buffer. On the other hand, if the coding structure is hyear
saturated, packets in the coding node’s buffer will accuateul Fig. 6. Embedded Markov chain for the tagged buffer.
and have moraon-empty groupdn short, the effect of coding
becomes more prominent as the traffic volume increases. W8 henever the downstream node has packets to send, it withieshe
should also emphasize here that the encoding number temg&mission of upstream node.




Now we consider the state transitions of this embeddé@nsmits conditioned that it contendslig(1 + >, p;). We
Markov chain. LetP; (: = 1,...,n) denote the probability can express’; and P, as:
that the source nodg; transmits in the corresponding slot, and 1 1
let P. denote the probability that the coding node transmits £ = pi y Pe=per—es—oo.
e . : . i1 1 i
in the corresponding slot. LeV;(t) be the random variable pet Z”‘“ pit t2ip
representing the number of buffered packets at the codidg nck-Priority: Assume the relay (coding) node has“priority”

f(;r thehl't? PO\;V at _StI_Ott_’ then we have the following eVentSoyer its upstream nodes, namely, the coding node fgetimes
at each state transition. (K > 1) of the opportunity that another competing source

o If S; transmits, therV; (¢t+1) = N;(t)+1if N;(t) < M, node transmits. The®; and P. can be expressed as:
and N;(t + 1) = N,;(t) = M otherwise. 1 K

. _If the coding node transmits, theW; (¢ + 1) = Ni_(t) -1 Fi = pi Kpe+Y,p+1 Fe = Per Sopi
if N;(t) >0, andN,(t+ 1) = N;(t) = 0 otherwise.

o If S; (for j # 4) transmits, thenV; (¢ + 1) = N;(¢).

(6)

(@)

) . C. Case Studies
Let 7, denote the steady state probability that the tagged

buffer (for flow ¢) has j packets. Solving this embedded We conduct several case studies to gain the important
Markov chain, we have insights on the effect of traffic volume and random access.

o= (ozi)j [ 1—a ] i=01,....M (1) Case 1—Saturation Throughput: We first examine theat-
J 1— (a)M+1|” B uration throughputof both “equal accessand “K-priority”
mechanisms. By saturation, we mean tkath source node
always has backlogged packets to transroimder such con-
dition, we havep; = 1 for all i+ = 1,...,n. Combining Eq.

where«; = P;/P.. The probability that the tagged buffer is
not empty denoted as:;, is

B iy — (a)MH (2)(5)(6)(7), we have the following fixed-point equation:
ki=1—mh=————. (2)
1— (Oéi)M+1 1— o n
, . . pe=1- (1 M+1> (8)
Define Q; as a random variable such th@t = 1 if the -

tagged buffer isnot empty and 2, = 0 otherwise. Then the where
average encoding numbeer slot can be expressed as 1in

. . o {@ (for Equa_l Access) )

B0 =Y EQ] = k. 3) Ko (Rpoym  (for K-priority)
=1 =1

Given n, K and M, one can findp. using numerical
We can express the total effective throughput, denoted bethod, and then calculate the average encoding number and
T, as throughput using Eq. (3)(4). In particular, we find that for
T = E[Q]P. (4) the “equal accessmechanism,p. = 1 is a good enough
approximation for alln > 1 and M > 1 cases. Therefore, the
average encoding number of equal access under satur&ion
M
The remaining issues are to derive the transmission proba- EQ) = S yaE (10)
bilities P; and P,, which are determined by theaffic volume
andrandom access mechanisiive use the ¢ontending prob-
ability”, p; or p., to denote the probability that nods or T — BQIP, ( n ) ( M ) (11)
nodeC competes for channel access at each slot. We have the N n+1 M+1)"
following expression fop,:

and the effective throughput for th&* coding flow is simply
Ti = IiiPC.

and the corresponding total throughput is

n Nonetheless, for theR -priority” mechanismyp, = 1 is no

pe=1— H(l — k). (5) longer a good approximation especially whEnis relatively
iy large. The main reason behind is that the coding node now

clears its buffer faster such that it is less likely to havekegds

Now we model the effect ofandom accessWe are par- for transmission.

ticularly interested in two generic classes of random axces
mechanisms: 1) equal access (i.e., all transmitters hahiag
same priority for channel access), and 2) higher priority f
the relay (coding) node (e.g., backward pressure in [14]).

For instance, we set = 4 (i.e., 4 coding flows), and find

§e (and hence average encoding number and throughput) for
different values of buffer sizeM) and priority (K) using
numerical method. We illustrate the interplay of encoding
Equal Access:When all competing nodes have equal channalumber, throughput and buffer for different values Igf in
access probability, then the probability that ndfjetransmits  Fig. 7, which shows that higher priorityi{) results in both

in a slot, conditioned that it is the contender for this slst, lower encoding number and lower throughputin most cases. In
1/(pc+2#i p; +1), and the probability that the coding nodeparticular, when the coding node has a very high prioritg.(e.



TABLE Il

K =10), nearly all the coding opportunities are diminished OPTIMAL VALUES OF “K” WITH VARYING BUFFER SIZE.
such that the throughput of coding scheme is only around 0.5, | i T2 1 5 [ 7 [ 10 20 ]
the optimal throughput of theon-coding scheme B* 0296 02511 0239 | 0229 | 0.215
T 0.576 | 0.696 | 0.723 | 0.745 | 0.772
avg. encoding #|| 1.95 2.77 3.03 3.26 3.58
g4 K~ 132 | 119 | 1.15 | 1.11 | 1.06
=
=]
c
23
§ problem, we can express as
5]
x P v(l=P)/>v .
(4] o = — = U 221,...,7’L, 12
g [/’x‘r-ﬂ ] ’ PC Pc ( )
21 and combine with Eq. (2)(3)(4) to express the total throughp

5 10 15 20 : ; : 4
Buffer size as a function ofP.. In particular, given the number of coding

flowsn and the buffer sizé/, one can show that the maximum
total end-to-end throughput is achieved when all sourcesod

(a) Average encoding number.

0.8 oo getequalbandwidth share, i.eq; = - -+ = 7,,.
o7 it For instance, whem = 4, v1 = v2 = v3 = 4, we obtain
;‘o.e (R | the optimal P; and throughputl™ for different values of
g ) buffer size M. Furthermore, we obtain theptimal values of
;;: 05 %Kj (Equal Access) K such that the corresponding optimal bandwidth allocation
—K=

is feasible for the random access mechanisms. The results

o
&

jﬁ:io are summarized in Table Il. One can observe that with higher
5 10 15 20 buffer size (), the optimal bandwidth share of the coding

Buffer size node is lower while both the throughput and average encoding
(b) Total throughput. number is higher. Theggual access(i.e., K = 1) tends to

be closer to the optimalith larger buffer size.
Fig. 7. Interplay of buffer size XI), encoding numberX -priority and P 9

throughput under saturation. )
Case 3—Performance under Adequate Buffer Size:

We have seen that a large buffer sizeessentialin utilizing
Remark: We have observed the advantage efjtial access the coding opportunities, and it is with large buffer sizatth
over "K-priority” especially with relatively large buffer “equal accessoutperforms ‘K -priority”. To further explore
size (i.e., M > 5). Recall from Lemma 2 that the optimalthe reason behind, let us assuméequate buffer sizésay
throughput for the coding schemesis3/(n + 1) with B =1 M > 20), and consider a general case where the coding flows
packet/slot here. Now we can see that #hgual random may haveasymmetrictraffic rates, i.e.,P;, P, ..., P, may
accessadds a fraction ofM/(M + 1) onto the optimal not be equal to each other.

encoding number as well as the throughput! A large buffer Let L; denote thepacket loss ratidor flow i at the coding

size (sayM > 10) can alleviate the performance degradatiorhode' From Eq. (1), one can show that fhecket loss ratio
but will induce longer queuing time at the coding node a”@r flow i at the coding node is equal to,
hence longer delay. This illustrates an importargdeoff 1

between throughput and delay at the coding node. 1— o

Li =iy = ()™ ;5w 1

] (13)
Case 2—Feasible and Optimal Bandwidth Allocation:
The transmission probabilitie®;, P. essentially reflect the
bandwidth shareamong the source nodés (1 = 1,...,n)

and the coding node. Based on Eg. (6) and (7), we can 1 o 1
examine thefeasible bandwidth allocatiorof both “equal Li < (ai)M——5— -

access and “K — priority” as follows: given a desired set I— ()M 4+ 11 M+1

of bandwidth allocation{ P;} | P., we can put the values of which is negligible whenl/ is large enough. In other words,
P; and P, into Eq. (6) or (7) and gefp;} Jp.. The desired the prerequisite for low packet loss for any coding flow isyonl
bandwidth allocation ifeasibleonly if 0 < p;, < 1 Vi and P.> P; Vi.

0<pc<1

Let's saya; <1 (i.e. P. > B;), then

Now we let P. = max;{P;} and examine whether such
We formulate theoptimal bandwidth allocatiorproblem bandwidth allocation ifeasiblefor “equal accessor “ K-
as follows: given a desired proportional bandwidth all@rat priority”. From Eq. (6) and (7), we can see that such al-
among the source nodes, i.ey, ...,v, such thatP, : P, : location is feasible for équal access by simply letting
-2 Py, =" 1792 : - : vy, determine the value oP. so p. = max;{p;}, while “K-priority” fails to provide a feasible
as to maximize the total end-to-end throughput. To solve telution even with small values of{ (e.g., K=2). This



explains why fandom accessis particularly suitable for the the maximum throughput scale-ugachieved by the coding

coding scheme with adequate buffer size. and non-coding schemes respectively. Ttheoughput gain
denoted a&, is equal tak: /&7 ., and themaximum throughput
gain, denoted asz*, is the maximum value of7 over all

D. Will Delaying Strategy at the Coding Node Help? possible network topologies, traffic demands, link-schiedu

. . and routing algorithms.
In the above analysis, we assume the coding node competes -

for channel access whenever it has packets in the buffer. NowOne should note that the coding scheme and non-coding
we discuss the delaying strategies of the coding node. We &gheme may uselifferent routes to achieve their respective
such strategies asWait-for-X”, namely, letting the coding maximum throughput. However, the following lemma states
nodehold transmission until it can encode at lea$tpackets that to obtain the upper bound 6f, we only need to consider
By such scheme, the average encoding number is at Jéasta smaller feasible space.

Although it seems to be promising at the first glance, it has
the following drawbacks. Lemma 3 For a general wireless network, the maximum

throughput gain G* is upper bounded by the maximum
throughput gain when both coding and non-coding schemes
operate under the same routes, over all feasible routing
policies.

First of all, the effect of “Wait-forX” on increasing the
encoding number is only significant whex is large enough
(e.9.,X > M/(M + 1) with symmetric flow rates), and in
many cases, only wheX = n. However, a largeX means
the coding node may hold back its transmission for a IongS
time, which will significantly increase the packet loss aati
unless the coding node also has a very highgriority”.

foof: Given the network topology and the set of traffic
demands, we us® to denote set of routes chosen for the
flows. We usek}(R) (k;.(R)) to denote the maximum
Secondly, “Wait-forX” increases encoding humber signifthroughput scale-up when using the roufgfor coding (non-
icantly only when the network is far from saturation and theoding) scheme. LeR} and R}, denote theptimal routesor
buffer size is relatively small. However, trying to have athi coding and non-coding schemes respectively. Then we have
encoding number when there is only light traffic load hatelitt I k*(RY) k(R
benefit on the throughput because the network can sustain the G = k: = ]{*C(Ri 7S k: (RC*)
traffic even without network coding at all. When the traffic ne neltine neltte
intensity increases, the encoding number cantématically ~which says that the general maximum throughput gain is
increase due to higher buffer occupancy. We have shown th@pPer bounded by themaximum throughput gainonditioned
when the network is operating close to saturation, thgual Onthe same routing for both coding and non-coding schemes

access with a moderate buffer size at the coding node i§herefore, to examine the maximum throughput gain, we can
sufficient to utilize most of the coding opportunity. only consider the case when both schemes choose the same

routes for all flows, such that treame coding structuresxist
in both schemes. |

(14)

Last but not least, when the coding flows hasymmetric
traffic rates, “Wait-forX" will easily lead to buffer overflow
because it takes more time to accumulate enough packets for

encoding compared to the symmetric case. Now we consider the impact to single coding structure
when there is interference from otheon-codingflows. One

o _ important observation is that non-coding flows that intexfe
IV. Fundamental Limits of the Coding Scheme with the coding node can also benefit from the coding scheme,

, ) i because the coding node can send out the same amount
In previous two sections, we have characterized the b‘f"ﬁ'f:information by consuming less bandwidth, thus leaving

coding structure and exqmined its perform:_:mce under VBIrigH re bandwidth for other competing nodes, including the
random access mechanisms. Now we provide an upper bopd - qing flows. In case that there exists non-coding flows

on the throughput gain for general wireless networki.e., o aring the bandwidth with coding flows, the following lemma
a network W_'th any possible topolo.gy a}nd traffic demando,ijes an upper bound on throughput gain by the coding
In such setting, there are two main differences from t

. : ) X heme within asingle coding structure.
single coding structure case: 1) there may exist severahgod

structures in the network; 2) there may existoh-coding | emma 4 For a single coding structure with possibly non-
flows, i.e., flows that are not relevant to any coding procesgging flows interfering with the coding node, the maximum
and these non-coding flows may evaterferewith the coding throughput gain for both the coding flows and non-coding
flows. flows is upper bounded Bn/(n+ 1) when the buffer sizé/

Let us first define the throughput for a general networRt the coding node approaches infinity, and this upper bound
Given a set of traffic demand$D;}, each containing a can be approximated a&u/(n + 3747 )-
source node, a destination node, and a traffic value denoted
as \;, the throughput scale-up of the network is a positiveroof: Fig. 8 illustrates the scenario that a coding structure
real numberk such that the set of flow ratefsc\;} can be may encounterin a general wireless network. The coding flows
supported by the network. We ugg and k. to denote can be longer than two hops, and there can be non-coding



flows (e.g., flowl — 2 — 3, C — 4 and5 — 6 in Fig. 8) Recall the results in Section 11l and Lemma 1, we have the
interfering with the coding nodé€'. following observation:

Observation 2: When both coding and non-coding scheme
are maximizing their throughput, we have: 1) =
max;{\¢} with infinite buffer size and approximately\& =
MTJ:maxi{/\f} with adequate buffer size2) A\7¢ =
Zi:l /\?C

With infinite buffer size combining Eq. (15)(16) and the
above observations, we have

Z gl/iA?c + g max{)\?c} + gVo)\ZC S B’n.c (17)

=1

Therefore, we have

B’ILC
Fig. 8. lllustration of the coding structure within a gerleséreless network. g < Z?:1 VINPC f maxi{)\;w} T vohne
Bnc

For thecoding schemewe useX{ (i =1,...,n) to denote = — e
the throughput of coding flow, and use\S to denote the Bre = A2 +gaXZ{)‘i }
total throughputof all non-coding flowghat interfere with the = - ne
coding node. In addition, we us€ to denote thebandwidth Bre = 22imy A€+ maxi {A?}
consumed by the coding node for all the coding flows < _ Bre —

Similarly, for the non-coding schemewe useA?® (i = Bne le:l A E R i N
1,...,n) to denote the throughput of the flow that travels < %
throughS; —C—D;, and use\"¢ to denote theotal throughput Bpe — 575
of all the other flows that interfere with node. In addition, _ 2n (18)
we use)’¢ to denote thdandwidthconsumed by nodé€’ for n+1

flows S; — C — D; (Z:1,,7’L)

Now we observe the bandwidth consumption from the

With adequate buffer sizave have

perspective of nod€’. For the coding schemewe useB, G < — — Mff"‘: —
to denote theotal bandwidthconsumed by nod€' and all its Dimy VAT 4 S maxi{ AT} + 1o
competing nodes. Clearl. is a function of\{ (: = 1,...,n), _ B
A¢ and XS. For instance, in Fig. 8, flont — 2 — 3 has two By — Ane + M max; {Are}
nodes interfering with nod€’, so the amount of bandwidth Bie
it contributes inB. is equal to two times of its throughput. Bre — S0, A + Aﬂl max; {\7¢}
Generally, we can expreds, as B
< nc
" " B mi N BRI N
Be=Y vidé + XS+ o) (15) I M it
i=1 < e
Bre — (1= 557#) %=
wherey; > 1 for all s andv, > 1. m (19)
Similarly, for the non-coding schemeave have on+ %
|

Bre =Y VX[ + A2+ 1,\0° (16)

=l Another key insight that enables us to get the upper bound

for a general wireless network is that the coding scheme
only bringslocal improvementin particular, coding scheme
Observation 1: We haveB. < B,., when both coding and only increases the bandwidth efficiency of the coding node.
non-coding schemes are maximizing their throughput (bas€dnsider the two cases shown in Fig. 9, where there are
on the same routing). We can prove this observation lmpn-coding flowsinterfering with either Sy, So (Fig. 9(a))
contradiction: if B. > B,., then there is clearly some “free”or the coding node” (Fig. 9(b)). In such cases, there is
bandwidth (which can increase throughput) thataésutilized not much room left for the coding flows to improve their
by the non-coding scheme. However, we assume that the ntwoughput, and the overall throughput gain is diminished.
coding scheme is maximizing the throughput. This shows tivoreover, if a coding flow traverses several coding striegyr
contradiction. its end-to-end throughput is upper bounded by the bottlenec

The following observation relateB. and B,,.:
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coding structure: its throughput improvement is bounded Ifilpw buffer size. We present the simulation results in two
the throughput gain in one of the traversed coding strustummain perspectives: 1) performance with fixed traffic load and
which gives it the least improvement. Therefore, we have tarying buffer size; 2) performance with adequate buffee si
following result. (M = 20) and varying traffic load. We normalize the channel
bandwidthB = 1 and the main parameters are(number

of coding flows),M (buffer size per flow), values oK (K-
Priority) and X (Wait-for-X). Note that, although our results
hold for any givenn in general, we choose = 4 in the
following experiments for consistency of presentation.

Experiment 1 (Performance of “Equal Access”): Fig. 10

D, D,
(a) Excessive contention at (b) Non-coding flow shows the penfqrmance with = 4 coding_ flows under
node St , Sa. interferes withC'. saturated condition. Each flow has a traffic load equal to
the total bandwidth to saturate the system, and we vary the
Fig. 9. Two scenarios that limit the throughput gain by codin per flow buffer size at the coding node between 1 and 20.

We depict the results by both the separate buffer structure
gnd the single buffer structure, and compare them with the
gnalytical results. By the analysis, the saturated thrpugand

packet loss ratio can be approximated-#s 745 and 174

Theorem 4 For a general wireless network, the end-to-en
throughput gainG by using the XOR coding is upper bounde

by 2n/(n + 1) when the buffer sizé/ at the coding node respectively. One can see that the analytical results nvatigh

approaches infinity, and this bound can be approximated %Fosely to the simulation results. Note that for then-coding

M . . ' .
2n/ (n+ MH).’ wherer is the maximum encoding number Inscheme, the throughput and packet loss are not sensitive to
one of its coding structures.

buffer size.

Proof: We have shown that each coding structure in the 08 ‘ ‘ ‘ ]
network, say coding structuré, can provide a maximum o888 888 eesse
throughput gairen; /(n; + 1). Because we ensure the same
throughput gain by all flows, the maximum throughput gain
is limited by one of the coding structures that provides the
leastthroughput gain. Therefore, this theorem holds. 1

o
o

Throughput
o

Remark: 1) Compared to the bound provided in [10], our

bound is tighter and holds for any possible topologies. 2) Ou 5 10 15 20
definition of throughput gain provides an analytical justifi Buffer size per flow
tion for the “coding gain” defined in [5]. Note that authors of (a) Total throughput.
[5] also define a “coding+MAC gain” that can even approach 08 ‘ ‘ ‘
n. However, the “coding+MAC gain” compares thaturation R

throughputof both coding and non-coding schemes, which
is not a “fair” comparison because the saturation throughpu
of non-coding scheme is much lower than the maximum
throughput it can achieve.

—-©—analysis

—&-simulation, separate queue
——simulation, single queue
——non-coding scheme

o
o

Packet loss ratio
o
» oo

o
)

V. Verification of the Analysis

A. Simulation Results in a Single Coding Structure Buffer size per flow

. . . . (b) Packet loss ratio.
We implement a discrete-event simulator that approximates

the random access mechanisms including Equal Accdss, “Fig. 10. Results witth = 4 coding flows under saturation and equal access.
Priority” and “Wait-for-X” discussed in Section IIl. We con-
duct the simulation |r§|r_lgle coding structureto verify the . To further observe the performance witdequate buffer
correctness and precision of the methodology used in this . .
; size we set the per flow buffer sizél{) to 20 and vary traffic
section. . . .
load of the source nodes. In Fig. 11(a), we keep increasing
For the coding scheme, we use two types of buffer structutbe symmetric offered load and observe the total throughput
separate structure (i.e., independently maintaining éebédr 7. Based on the analysis, the optimal bandwidth allocation fo
each coding flow) and single structure (i.e., maintaining orachieving maximum throughput B* ~ 0.22, P ~ 0.19 and
large buffer for all coding flows) at the coding nodé For the optimal throughputis aboQt77. One can see that through-
the single buffer structure, the buffer size is equalntd/, put of the coding scheme does approach maximum when the
wheren is the number of coding flows, antlf is the per traffic load approaches 0.19, and the maximum throughput by
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equal access is very close to the optimal. Furthermore, the
throughput remains stable as the load increases. Nonsshele
for the non-codingscheme, the saturation throughput (about
0.2) is much lower than the maximum throughput (about 0.48)
that the system can achieve.

Throughput

In Fig. 11(b), we illustrate the total throughput with asym-
metric flow rates. We fix the traffic load of three existing flows

to be0.05,0.1 and0.15, and keep increasing the load of an 04 : e s 2
incoming flow. We depict both the total throughput and the Buffer size per flow
throughput for the incoming flow. Not surprisingly, the tota (a) Throughput.

throughput remains stable at aroufid5 when the arrival

rate of the incoming flow exceeds33. One can check that o3
the optimal bandwidth share for the incoming flow is indeed S 04t —©-K=1 (Equal Access)
around0.33 while the optimal total throughput is aroufd5. 2 o K=
This justifies thakequal access with adequate buffer sites 8 ji;io
lead to close-to-optimal throughput. Toxn
Q
a oy
08— mEE o laa_ o X 0
5 10 5 20
06 Buffer size per flow

(b) Packet loss ratio.

—&—coding
——non-coding

Fig. 12. Performance ofK -priority” mechanism.

Throughput
o
N

0.2

offered load of each flow is set to 0.2. As we have discussed, a
large value ofX with K = 1 results in the lowest throughput
and the highest loss ratio. Even when the “Wait-fotscheme

is accompanied with a propei™priority” (K = 10, X = 4),
there is no significant performance improvement compared to

Qo5 0.1 0.15 0.2 0.25 0.3
Offered load per flow

(a) Symmetric flow rate.

the simple X =1, K = 1) pair.
0.8
)
0.7t 1
0.2 ﬁcfk.mtal i ‘g‘_
incoming 206}
0.1 ‘ ‘ ‘ ‘ =)
0.1 0.2 0.3 0.4 05 f__E 0.5¢
Offered load of incoming flow =
>
(b) Asymmetric flow rate @.05 + 0.1 + 0.15 + z). 04
Fig. 11. Throughput withm =4 and M = 20 under equal access. 03 5 10 15 20

Buffer size per flow
(a) Throughput.

Experiment 2 (Performance of “K-priority” and “Wait-
for-X"): Let us first study the performance of th& “priority” 08
mechanism. We set=4 coding flows, each with the offered
load of 0.2, the theoretically optimal bandwidth share stated
by Lemma 2. We compare the total throughput and packet
loss ratio of different values ok (K = 1 is simply the equal
access). One can see that the simulation results in Fig) 12(a
matches well with the analytical results shown in Fig. 7(b).
The throughput performance of random access outperfoims al ‘ Bl il na
other K -priority schemes when the buffer siZd is greater 5 10 15 20
than5. NonethelessK -priority indeed guarantees low packet Buffer size per flow
loss at the relay (coding) node. (b) Packet loss ratio.

In Fig. 13(a)’ we compare the total throughput of severhig- 13. Performance of combinations oK*priority” and “Wait-for-X".
combinations of K -priority” and “Wait-for-X" schemes. The

o
()

Packet loss ratio
o
» K

o
)
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B. Simulation Results under 802.11 and General Networks in Section 1V, is at mosi.3.

While our analysis is not based on the exact 802.11 DCF, we VI
expect our results to serve as a general guideline for ceding
related protocol design in wireless networks, where 802.11we now briefly introduce the potential research directions
DCF is the predominant link-scheduling mechanism. In thghere our analysis can be useful:
following experiment, we implement the COPE functionati

under NS-2, and observe the throughput gain in both sin91| Designing coding-efficient link-schedulers:A coding-

coding structure and general wireless networks. Based on 5 'C'em. Imk-spheduler should utilize mo;t of the codlngo
pprtunities to improve throughput. In Section Ill, we exama

former analysis, we set the per-flow buffer size to be larg P . .
than 20. general class of random access mechanisms that can be used in
a coding structure. In particular, we have found the adynta
Experiment 3 (Throughput gain under 802.11 in a single of equal accessnechanisms and characterized the importance
coding structure): We form a coding structure with, = 2 of buffer size These insights can be particularly valuable for
coding flows and symmetric flow rates. In Fig. 14(a), we plafesigning coding-efficient link-schedulers.
the throughput gain with increasing offered load. While th
theoretical optimal throughput gain equals2o/(n + 1) =~
1.33, we can see that 802.11 achieves an approximatey
throughput gain due to collisions.

. Potential Applications

5) Deriving per-flow throughput under coding scheme:The
effective sending rate of the coding node is simply the pebdu

of average encoding number and the physical bandwidth it
consumes. In general, the throughput in unit of “packet per
second” can be derived as long as the average slot time is
1.2 calculated based on the random access mechanism used.

12 3) Designing algorithms for coding-aware routing: In
[11], [12], the authors proposed thepding-aware routing
The main reason for incorporating coding consideratiots in
11} routing algorithm is that the coding opportunity are crilgia
dependent on traffic pattern, which in turns is affected ke th
1.05 routing decision. If using throughput capacity as the nodtr

evaluating a new path, our throughput analysis in the coding
Yo 02 04 06 08 1 structure can be useful for determining the throughput ciapa

Normalized Load . . . .
of a new path with potential coding opportunity.

1.15¢

Throughput Gain

(a) Results in an = 2 coding structure.

14 VIl. Related Works

The concept of network coding is first proposed in [1].
Since then, the potential benefit of network coding has been
studied in various settings. For the wired case, [9] pravide
various bounds on the throughput gain for single multicast,
single/multiple unicast and single broadcast cases. Mere r
cently, for multiple unicast sessions in wireless netwpfke]
shows that the throughput gain is upper boundedfbg%
in 1D random networks, and upper boundedﬁay/%% in
2D random networks, wherA is a parameter characterizing
the intensity of interference, and= max{2, VA2 4+ 2A}. It
Fig. 14. Throughput gains vs. offered load under NS-2. is conjectured in [10] that the throughput gain is also upper
bounded by 2 in 2D random networks.

Throughput Gain
- =
[N} w

=
N

0 0.2 0.4 0.6 0.8
Normalized Load

(b) Results in a 4 by 4 grid.

[

Experiment 4 (Throughput gain under 802.11 in a grid In [5], authors propose the practical coding system COPE
topology): We form a 4 by 4 grid topology and the experimentvhich utilizesintra-flow coding opportunities. In [2], authors

is of 10 rounds. In each round, we randomly add 5 flows infropose MORE which utilizemter-flow coding opportunities.
the network and repeat the process for 3 times. We plot tBased on coding scheme in COPE, [11], [12] introduce the
aggregate throughput gain achieved by the coding schemecauding-aware routing and formulate the max-flow LP with
Fig. 14(b). The objective of this experiment is to testifye thcoding considerations, however, they do not incorporaeth
soundness of our bound on the throughput gain proposedféat of random access by assuming an optimal link-scheglulin
Section IV. To mimic the “optimal routing” for non-codingfor the coding scheme, further study is also necessary on how
and coding schemes respectively, we use ETX [4] routing fty realize the coding-aware routing in practice. In [3], au-
the non-coding scheme, and our own proposed coding-awdrers propose an optimization framework for optimal coding
routing [6] for the coding scheme. The end result is that theriented scheduling. In [6], authors propose the first peatt
throughput gain for this multi-hop network, as we discussambding-aware routing protocol called DCAR.
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This paper falls into thénter-flow coding category, and we [14] H. Zhai and Y. Fang. Distributed Flow Control and Mediuacess in

analytically examine the coding performance undemdom
accessand shows that the maximum encoding number (which

was assumed to be unbounded before) is upper bounded by a

constant Focusing on the coding scheme proposed in [5], we
obtain a tighter bound on throughput gain for general wizle
networks.

VIIl. Conclusion

In this paper, we provide an analysis of the practical codin
scheme under realistic physical layer and random access.
key performance measure is teacoding numbenWe derive
an upper bound on the encoding number in any possible codi
structures. By calculating thaverage encoding numhewe
examine the performance of a general class of random acce

mechanisms. We also provide a tighter upper bound on the

throughput gain by the practical coding scheme. Our aralysi
can be useful for future coding-related protocol design and
analysis [7], in particular, our on-going work include how t
quantify the benefit of network coding under moderate to hig
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