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Providing Throughput Differentiation for TCP
Flows Using Adaptive Two-Color Marking and

Two-Level AQM
Y. Chait , C.V. Hollot, Vishal Misra, Don Towsley , H. Zhang and C.S. Lui

Abstract— In this paper we propose a new paradigm for
a Differential Service (DiffServ) network consisting of two-
color marking at the edges of the network using token buck-
ets coupled with differential treatment in the core. Us-
ing fluid-flow modelling, we present existence conditions for
token-bucket rates and differential marking probability at
the core that result in all edges receiving at least their mini-
mum guaranteed rates. We then present an integrated Diff-
Serv architecture comprising of an active rate management
controller at the marking edge and a two-level active queue
management controller at the core. The validity of the fluid
flow model and performance of this new scheme are verified
using ns simulations.

I. INTRODUCTION

The differentiated services architecture (DiffServ) is un-
der consideration for providing different services in a scal-
able manner to users in the Internet. It adheres to the ba-
sic Internet philosophy; namely that complexities should
be relegated to the network edge while preserving the
simplicity of the core network. Two per-hop behaviors
(PHBs) have been standardized by IETF, expedited for-
warding (EF) [1] and assured forwarding (AF) [2]. The
former is intended to support low delay applications while
the latter is intended to provide throughput differentiation
among clients according to a negotiated profile.

We focus on services built on top of the AF PHB. Using
token buckets, routers at the edge of the network monitor
and mark packets green when they fall within a profile.
Otherwise they remain unmarked (colored red). The core
routers give preference to green packets. In the presence of

This work is supported in part by the National Science Foundation
under Grants CMS-9800612, ANI-9873328 and ANI-0077039 and by
DARPA under Contract DOD F30602-00-0554.

Y. Chait is with the MIE Department, University of Massachusetts,
Amherst, MA 01003; chait@ecs.umass.edu

C.V. Hollot is with the ECE Department, University of Mas-
sachusetts, Amherst, MA 01003; hollot@ecs.umass.edu

Vishal Misra, Don Towsley and H. Zhang are with the Computer Sci-
ence Department, University of Massachusetts, Amherst, MA 01003;�

misra,towsley,honggang � @cs.umass.edu
C.S. Lui is with the Department of Computer Science & Engineer-

ing The Chinese University of Hong Kong Shatin, N.T. Hong Kong;
cslui@cse.cuhk.edu.hk

congestion, red packets are more likely to be dropped (or
have their congestion notification bit set in the presence
of ECN [3]). This promises to allow a network provider
to supply throughput differentiation to different users by
appropriate setting of the edge markers.

In this paper we address the problem of providing users
with minimum throughputs. One might expect this to be
an easy problem to solve as it suffices to choose an edge
marker appropriate for the desired throughput. Unfortu-
nately, several studies have concluded that the throughput
attained by a customer is affected, not only by the edge
marker but by the presence of other customer flows, prop-
agation delays, etc. [4], [5], [6]. This is because the pre-
dominance of traffic is carried by TCP and the TCP con-
gestion avoidance mechanism reacts in a complex man-
ner with its environment. In order to provide minimum
throughputs to aggregates, we introduce an Active Rate
Management (ARM) mechanism at edge markers that are
responsible for setting the token bucket parameters in or-
der to provide these minimum throughputs and to adapt to
changes in the network. Our ARM mechanism is a clas-
sical, linear, time-invariant controller, e.g., [7]. We estab-
lish feasibility through a combination of analysis and sim-
ulation when it is coupled with a two-level active queue
management (AQM) controller at a congested router. In
particular, simulations demonstrate that the ARM mecha-
nisms are able to maintain throughputs at or above mini-
mum guaranteed rates (MGR) and are able to respond in a
timely manner to fluctuations in traffic characteristics .

There does not appear to be other work on the prob-
lem of providing minimum throughput levels to customers
within the AF framework that is based on control theory.
However, Yeom and Reddy studied the related problem
of how to fairly divide throughput among individual TCP
flows passing through a common edge marker [8].

The rest of the paper is organized as follows. Section II
describes a fluid model of the system. Section III presents
conditions under which MGRs can be provided. Section
IV presents an architecture based on ARM and two-level
AQM for providing MGRs to aggregates. This architecture
is evaluated through simulation in Section V and Section
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VI summarizes the paper.

II. NETWORK MODEL

Our starting point is the fluid-flow model developed in
[9] for modelling TCP flows and AQM routers. In this
section we will extend this model to account for two-color
marking at the network edge and two-level AQM at the
core; see Figure 1. To begin, we assume � edge routers,

Fig. 1. The Differentiated Service Architecture.

each serving a number of aggregates consisting of
���

iden-
tical TCP flows with each having token buckets with rate� �

and size � �����
	
. These edges feeds a core router

with link capacity � . At time � ��

, this router has queue

length ������� . At time � ��

, each TCP flow is characterized

by its window size � � ����� and average round-trip time��� ���������� ��� � ������
where � � is the propagation delay. The sending rate ! � of
an edge is ! � � �"� � � �������� �����$#
The fluid flow model is described by � �%	

coupled differ-
ential equations; one equation for each of the � TCP win-
dow dynamics and one for the (possibly congested) AQM
router. The differential equation for the AQM router is
given by & � �����& � �(' � �*)+ �-,/. ! � (1)

while each TCP window satisfies& � � �����& � � 	� � ����� ' � � ������� � ��� ' ��� �������0 � � ��� ' � � ������� 1 � ��� ' ��� ������� (2)

where 1 � ����� denotes the probability that a mark is gener-
ated for the fluid.

Next we model the color-marking process at the 2 -th
edge and the two-level AQM action at the core. To model
coloring, we let 3 4� ����� be the fraction of fluid marked
green; i.e., 354� ����� �7698-:"; 	=< � � �����! � ������>
and

	 ' 3?4� ����� be the red fraction. At the core, we let 1 4 �����and 1�@ ����� denote the probabilities that marks are generated
for the green and red fluids, respectively1. Consistent with
DiffServ, we assume that


BA 1 4 �����DC 1 @ ����� AE	
. Proba-

bility 1 � ����� is then related to the green and red marks by

1 � ����� � 354� ����� 1 4 ����� � � 	 ' 354� ������� 1 @ ����� #
Let F! � denote the MGR for the 2 -th aggregate at an edge .

We say that the router is over-provisioned if G )�-,/. F! � C��
and under-provisioned if G )�-,/. F! �H� � . Last, we say that
it is exactly-provisioned if G )�I,/. F! � � � . The objective of
this paper is to develop control strategies at both the core
and the edges to ensure that the send rates ! � (

	JA 2 A � )
meet or exceed their respective MGRs when the system is
exact or over-provisioned.

In the next section we address the steady-state feasibility
problem; namely, determine whether values exist for KL3 4�NM
and O 1 4 < 1 @QP such that the sending rates meet the MGRs

III. FEASIBILITY AT EQUILIBRIUM

Let us assume that there exist a stable equilibrium for
(1)-(2). For simplicity we denote equilibrium by removing
the time dependency (e.g., � denotes the equilibrium point
of � ����� ). At equilibrium we have��� � ��R � � �TSU�
 � 	��� ' 3 4� 1 4 � � 	 ' 3 4� � 1 @0 ��� �WV� #
In this context, feasibility means the existence of realizable
marking probabilities 1 4 and 1 @ and token-bucket set-point
rates

� �
such that the MGRs are achieved. Substituting� � �YX@[Z]\^Z_ Z into the above gives
 � 	 ' �`354� 1 4 � � 	 ' 354� � 1^@ � F! V� � V�0 � V� #

Note that ! � � a V\?Z a R Z . It is a continuous decreasing func-

tion of 1 � within range O ! ) �cb� <Qd � where ! ) �eb� � a V\?Z�f Rhg5i�jZk
More precisely, marks are embedded in the fluid as a time varying

Poisson process, and the product of lnm and l=o with the green and red
fluid throughputs respectively determine the intensity of this Poisson
process
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and where 1 )�� ��
is the maximal marking probability where

(2) still applies2. Also note that

1 � � 0 � V�� V� ! V� < ! ) �eb� A ! � #
Theorem: Given an arbitrary set of rates K�F! � M such thatG
F! � A � , there exist KL3 4� M , O 1 4 < 1 @QP such that


 A 3 4� A 	
,! ��� 6���� Kh! ) �cb� < F! � M , 2 � 	=< #n#n# � , G ! � � � , and


 A
1 4 C 1 @ A 	

iff

f 0 )+ �-,/. � �� � f 1 � A � (3)

where

1 � �76 8-:"; 	=< 0 � V�F! V� � V� > # (4)

Proof. Suppose

9A 3 4� A 	

,

 A 1 4 C 1^@ A 	

such that! �	� 6
��� Kh! ) �eb� < F! � M and G )�I,/. ! � � � . Then necessarily1 � A 1 � and

� � f 0 )+ �I,/. �J���� f 1 �� f 0 )+ �I,/. �J���� f 1 � #
Suppose that (3) holds. We will construct a solution to354� , 1 4 < 1 @ such that ! ��� 6
��� Kh! )�� �� < F! � M and G ! � � � .
Define 
 � 0 �`G )�-,/. �"� S�� ��� f 1 � �J��� V . Note that


 A 
 A 	
and that it takes value 1 when

f 0 )+ �-,/. �"� S�� � ��� 1 � � � � #
Now, we set

1 @ � 	
1 4 � 
 6 8-: K 1 � M354� � 	 ' 
 1 �	 ' 1 4 < 2 � 	=< #n#n# � #

Note that ! � � F! � follows from the fact that 1 � � 
 1 � A 1 � .In addition, G )�-,/. ! � � � follows from the definition of
 . Last, there are usually an infinite number of solutions toKL3 4� M , 1�� 1 @ .�
As l Z���� , � Z���� due to excessive timeouts. This is presently

not modeled by (2).

IV. A NEW CONTROL PARADIGM FOR DIFFSERV

In the previous section we have studied equilibria of this
system independent of the core queuing and marking edge
policies. In this section we present the control scheme that
will maintain desired performance around this equilibrium
in the face of changing session loads, propagation times
and other network parameters. To this end, consider again
our system of nonlinear differential equations where we
explicitly show the bucket rate

� �
3 � � < � � < 1 4 < 1^@ < � � � � ' � � )+ �-,/. �J� � � ������ � �����
� � � � < � � < 1 4 < 1 @ < � � � � 	��� ����� ' � � ������� � ��� ' � � �������0 ��� ��� ' � � ������� �� � �! � ����� 1 4 ��� ' ��� ������� �

� 	 ' � �! � ����� � 1 @ ��� ' ��� ��������� #
We follow the same design philosophy used in [7], namely,
deriving controllers based on linearized LTI models. At
equilibrium � < � � < 1 4 < 1 @ < � � we have
 � ' � � )+ �I,/. �"� � ����
 � 	 ' 
 #�� � � �! � 1 4 � � 	 ' � �! � � 1 @ � � V���� � � R ��� �� #
To allow linearization we make two approximation.
Firstly, we remove all delays prior to performing the
linearization, but then reintroduce them following the
linearization. Secondly, we replace saturation terms6 8-: � 	=<! Z@[Z � with

 Z@ Z . Finally, linearization about the equi-
librium point � �#" < �$" < 1 4 " < 1 @ " < � � "h� gives% � �����& � � )+ �I,/.'& 3& � � % � � �����% � � �����& � � & � �& � � % � � ����� � & � �& 1 4 % 1 4 ��� ' � � �� & � �& 1 @ % 1 @ ��� ' ��� � � & � �& � � % � � �����
where % � ( ������� ' �)"% �$"*( � ����� ' �$"% 1 4 ( 1 4 ����� ' 1 4 "% 1 @ ( 1 @ ����� ' 1 @ "%L� � ( � � ����� ' � � "
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and where evaluating the partial at this equilibrium point
gives (partials not shown are zero)

& 3& � � ' )+ �-,/. ! �� � �
& 3& � � � �"����
& � �& � � � ' � �0 � �=� 1 4 ' 1 @ � ' � �� � 1 @
& � �& 1 @ � � � � �0 �"� ' � V�0 ���
& � �& 1 4 � ' � � � �0 �"�
& � �& � � � ' � �0 �"� � 1 4 ' 1 @ � #

Performing a Laplace transformation, we obtain a block
diagram representation for the open-loop system shown in
Figure 2. The open-loop plant, obtained from the above
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Fig. 2. Block diagram of an open-loop DiffServ network.

equation, is defined as:

% � � ���=� � � 4�  Z� ' � 4��� Z %L� � ���=� �
� 4� R m� ' � 4��� Z ���	� \?Z % 1 4 ���=�� � 4� R o� ' � 4�
� Z ���	� \?Z % 1?@ ���=�% �����=� � )+ �-,/. ������ Z� ' ������ % � � ��� � #

Note the re-introduction of the round-trip time delay. In a
compact matrix-transfer function form we write:


���
�
% � . ���=�

...% � ) ���=�% � ���=�
�����
� ��� ���=�


�����
�

%L� . ��� �
...% � ) ���=�% 1 4 ���=�% 1^@ ��� � #

�������
�

A. Active Rate Management (ARM)

Similar to the introduction of the AQM in [7], we pro-
pose a feedback structure around the token bucket termed
ARM. The need for this feedback is due to the result from
[4] which showed that the resulting throughput may not be
equal to the token bucket rate. The purpose of ARM is
to regulate the token bucket rate

� �
such that ! � � F! � if

capacity is available. Since our ARM compares an aggre-
gate’s send rate to its MGR, it is necessary to construct an
estimate for this send rate. We follow the TSW procedure
which consists of the following. The send rate is computed
by measuring the number of sent packets over a fixed time
period ������� . This value is then smooth by a low-pass
filter. A fluid model for this dynamics is given by:� ���=� � �� � � ���	�

�
���! #
For this purpose, we introduce the feedback structure as
shown in Fig. 3.
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Fig. 3. The ARM control system.

B. The Two-Level AQM

In a DiffServ network we modify the standard PI AQM
by introducing two set points for the core queue, � 4@#" � and� @@#" � as shown in Fig. 4. In an under-provisioned case,� must converge to � 4@#" � , otherwise to �h4@#" � or � @@$" � . The
marking probabilities, 1 4 and 1 @ , for the green and red
fluid, respectively, are computed by two AQM controllers,�&%(' 4 ��� � and

�&%(' @ ��� � . To this end, we use the same
parameter in both loops, that is,

�)%*' ���=� � �&%(' 4 ��� � ��&%(' @ ���=� .
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C. Uniqueness of Equilibria

In Section III we presented a general picture of equi-
libria. With the two-level AQM in place, it is possible to
investigate this with a more detail. Let as assume that the
queue at equilibrium is either at � @@#" � or � 4@#" � . If � � � @@#" � ,then due to the integrator in the AQM controller we have
that 1 4 � 


and

 C 1 @ C 	

. We can parameterize the
solution of (4) by first defining the set of feasible marking
probabilities of red fluid� @ � � 6
����-,/. ������� � ) 0 � V�F! V� � V� <h	�� #� O 1 @ <h	 P #
As long as

� @ is not empty, there exists a non-unique solu-
tion. The parameterization of the bucket rates

� �
in terms

of 1 @�� � @ takes the form� � � ; � 	=< ! � � 	 ' 0 � V�F! V� � V� 1 @ � �D< 1 @�� � @ > #
If � � �L4@#" � , then due to the integrator in the AQM we have
that 1 @ � 	

and

 C 1 4 C 	

. Again, we can parameterize
the bucket rates

� �
in terms of 1 4 as follows:� � � ; 6 8 : � 	=< ! �	 ' 1 4

� 	 ' 0 � V�F! V� � V� � � < 1 4 � � 
�<h	 � > #
Using this parameterization, we will analyze stability of
the equilibria in the Section 5.

D. The DiffServ Network

The combined ARM/AQM DiffServ network is shown
in Fig. 5. For control analysis and design, we model this
network in a standard block diagram format as shown in
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Fig. 6. Because we linearize about equilibrium, The plant,
a matrix transfer function, becomes square by taking one
of these two forms:
���
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% � . ���=�

...% � ) ��� �% � ��� �
�����
� ��� ���=�


���
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�����
� < � � � @@$" � < % 1 4 � 
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...% � ) ��� �% � ��� �
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� ��� ���=�


���
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�����
� < � � � 4@$" � < % 1 @ � 	 #

Since the variables of interest are send rates we use
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 . � ) 	 � � ���=�
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red or green packets) is

� ���=� � � & 2 � � O �  \�� k ���=� < #n#n# < �  \�� g ���=� P 
 )�� .
 . � ) ' �  �� � ��� � � #
Specifically, the AQM controller has the same PI structure
introduced in [7]

�  �� � ���=� � � � � ) � �� i��`g � 	 ��
whereas the ARM controller has similar simplicity with an
added roll-off�  \�� ��� � � � � @ ) � �� i o g �7	 �� � �R i o g �7	 � #
Finally, the rate estimator � is given by

� ��� � � � & 2 � � O � ���=� P )�� ) 
 )�� .
 . � ) 	 �
V. NS STUDIES

To verify validity of the fluid model and feasibility of
our new ARM/AQM DiffServ paradigm, we constructed a
network consisting of three set of senders, each served by
a marking edge with a token bucket as shown in Fig. (7).
These edges feed into a congested core with differentiation
ability. The propagation delays � R � are all uniform in the
ranges: � R . � O � 
 '
	 
 P sec, ��R V � O 	 � ' 0 � P msec and� R�� � O 
 ' 	n
 P msec. Each sender consists of

���
FTP

flows, all starting uniformly in O 
�< � 
 P sec, with
��. � 0 


,� V ��
 
 and
� ��� 0 � . The differentiating core queue

has a buffer size of 800 packets, capacity of � ��
�� � 
pkt/sec and ECN marking enabled. We used an average
packet size of 500 Bytes.
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A. Control Design and Analysis

The closed-loop matrix transfer function � ��� �
��
�
% ! . ��� �% ! V ��� �% ! � ��� �% � @#" � ���=�

����
� � � ���=�


��
�
% F! . ���=�% F! V ���=�% F! � ���=�% � ��� �

����
�

is given by� ���=� #��� � ��� ���9��� � ��� � � � ��� ���9��� ��� ���=��� � .
where � denotes a 
���
 identity matrix.

The two-level AQM controllers are taken from [7]:

�  �� � ��� � � 	 # � � 	n
 ��� � �� � � � �7	 ��
where its output state, a marking probability (1 @ or 1 4 ),was appropriately limited to [0,1] to avoid integrator
windup. This controller was discretize with a sampling
rate of 37.5 Hz.3. The set points for the red and green con-
trollers were � @@#" � � 	n
U


and � 4@#" � � 0 � 
 packets. The
idea behind this choice was to allow the queue, if possible,
to converge to the lower queue level where 1 4 � 


.
The ARM controller has a similar structure to the above,

but with different parameters to reflect the different dy-
namics of the send window and token bucket:

�  \�� ���=� � 
 # 
 � � �� � . � 	 �� ��� �7	 �
This controller was discretize with a sampling rate of 37.5
Hz.

The send rate estimator used the Time Slice Window
(TSW) algorithm with a � ����� � 	

seconds time slice.
This was smoothed used a first-order, low-pass filter with
a corner frequency of � � 	

rad/sec.
Since the queue level at equilibrium may be either 100

or 250 packets, we analyze stability around each point.
Using frequency response concepts (e.g., [10]), it can be
shown that the DiffServ system is stable around each of
these points over the feasible ranges of marking probabili-
ties discussed in Section IV-C. The design of the two-level
AQM and the ARM controllers, as well as stability analy-
sis details can be found in [11].

B. ns Experiments

We now present a series of experiments performed with
ns to demonstrate various aspects of the performance of
our system. Experiment 1 demonstrates the inability of
token buckets to achieve MGRs in certain situations in an
exact provisioned core. The validity of our fluid model is
also established by comparing the responses of ns and the
nonlinear fluid model (using Simulink [12]). Experiments
2-6 we study the performance of our ARM/AQM DiffServ
network under varying conditions such as transient FTP
flows, HTTP flows and exact or over provisioned core.
�
This choice allows for 100 packets per sampling implying maximal

marking probability of 0.01
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Experiment 1. In this experiment we compare the dy-
namics of an exact-provisioned ( � � 
�� � 
 pkt/sec) Diff-
Serv system employing a differentiating core queue and
token buckets with fixed rates equal to the

' � �
s. All to-

ken bucket have a size of � � � � 
 packets. The
' � �

s in
pkt/sec are: F! . � 0 
U
U


, F! . � � 
U
 and F! . � 	 0 � 
 . We ob-
serve in Figure 8 that, as reported in [4], the send rate do
not always converge to their corresponding token bucket
rates, edge 1 in this case. We also observe good agree-
ment between ns and the nonlinear differential equation
fluid model, providing a sense of confidence in our anal-
ysis and design. Finally, the ARM also appear to drive
the sendg rates to their steady-state values faster. This is
a result of the design of the ARM response time which
is tunable via the controllers

�  \�� ��� � . Note that in all
the experiments reported here the network and controller’s
initial conditions are zero.
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Fig. 8. Send rates with token bucket, ARM, ����� s (dashed)
and differentiating queue dynamics in Experiment 1. Fluid
model solution is depicted by thick lines.

Experiment 2. In this experiment we repeat the setting
of Experiment 1. We add some transient FTP flows as fol-
lows. In edge 1: add 4 flows at � � 	n
U


sec, remove 8
flows at � � 	 � 
 and add 4 flows at � � 0 
U


. In edge 2:
remove 6 flows at � � 	 0 � sec, add 12 flows at � � 	 � �and remove 6 flows at � � 0U0 


. In edge 3: add 5 flows at� � 	 	 
 sec and take out 5 flows at � � 0�� 

. The ability of

the ARM to regulate the send rates about their correspond-
ing

' � �
s in observed in Figure 9.

Experiment 3. In this experiment we repeat the setting
of Experiment 1 and add short-lived HTTP flows as fol-
lows: each edge has 100 HTTP clients with exponential
starting distribution, each client opens 4 connections with

0 50 100 150 200 250 300 350 400
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2000

2500

edge 2 

edge 3 

edge 1 

Fig. 9. Sendrates (solid) and ����� s (dashed) in Experiment 2.

each contains 1 doc base (500 Bytes) and 1 image (2000
Bytes). Again, the ARM is quite capable in achieving and
maintaining its

' � �
s as shown in Figure 10.
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Fig. 10. Send rates (solid) and ����� s (dashed) in Experiment
3.

Experiment 4. In this experiment we repeat the setting of
Experiment 3, add the transient FTP flows in Experiment
2, and increase the core capacity by 20% to 4500 pkt/sec.
It is seen (Figure 11) that the ARM achieves at least the' � �

s, however, as expected, some aggregates will grab
the available over capacity. By studying the steady-state
window equation, it is possible to predict which aggregates
will consume that extra capacity.

Experiment 5. In this experiment we repeat the setting
of Experiment 2. The system has exact provisioning. We
introduce a background flow (4th edge) that feeds into the
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Fig. 11. Send rates (solid) and ����� s (dashed) in Experiment
4.

differentiating queue but since it does not have a DiffServ
contract all its packets are marked red. There are no HTTP
or transient FTP flows. Since both systems used a similar
two-level AQM, the red marking probability approaches 1
(1 @ � 	=< � � d � due to the integrator in the AQM.
The end results is that the background flow is completely
rejected4 and the ARM/AQM system is able to meet the
MGRs for the aggregates with the contract. The results are
shown in Figure 12.
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Fig. 12. Send rates with token bucket, ARM, and the ����� s in
Experiment 5.

Experiment 5a. In this experiment we repeat the setting
of Experiment 5 but increase the network capacity by 20%

�

A two-level RED AQM may not completely reject this flow due to
lack of integration

to 4600 pkt/sec. This should test the ability of our Diff-
Serv system to insure the

' � �
s for those aggregates with

contracts as well as allow non-contract aggregates to share
over capacity. Indeed, Figure 13 indicates this versatility.
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Fig. 13. Send rates and the ����� s in Experiment 5a.

Experiment 6. In this experiment we repeat the setting
of Experiment 1 with the ARM active but reduce the net-
work’s capacity by 20% (C=3000 packets). Clearly, in this
case the Theorem no longer applies and there does not ex-
ist parameters that can achieve he

' � �
s. The results are

shown in Figure 14. As is the case in Experiment 4, some
aggregates will be more aggressive in seeking send rates.
This can be studies from the steady-state window equation.
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Fig. 14. Send rates (solid) and ����� s (dashed) in Experiment
6.
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VI. CONCLUSIONS

In this paper we presented a design for a minimum
throughput service based on the AF per hop behavior. The
constituent components of this design include two-color
token bucket edge markers coupled with a two-level AQM
controller embedded in the core routers. The interactions
between TCP flows and these components are captured
through a simple fluid model, whose behavior is described
by a set of ordinary differential equations that are readily
solved. These equations are further analyzed to derive nec-
essary and sufficient conditions under which the minimum
throughput requirements of various flow aggregates can be
supported. The equations can also be used to derive con-
ditions for the stability of the design along with guidelines
for setting parameters.

We verified, through simulation, that our design does
a good job at providing minimum throughputs, is robust,
and that it adapts to fluctuations in traffic loads in a timely
manner even when the model assumptions are not satis-
fied (e.g., packet flows instead of fluid flows). Thus our
design appears quite promising as a mechanism for pro-
viding minimum throughput levels to flow aggregates.

There are several aspects of the design that can stand
improvement and will be subject of future work. First, our
fluid model is valid when the token bucket is large. We
would like to extend the model to account for small to-
ken buckets as well. Second, our mechanisms do not pro-
vide for the fair sharing of excess or lack of bandwidth,
when the network is over-subscribed or under-subscribed,
respectively. Instead, the allocation is determined by the
dynamics of TCP congestion control mechanism. Third,
we would like to introduce an additional component that
can divide the aggregate flow throughput among the con-
stituent flows according to a policy specified by the admin-
istrator of the aggregate flow.
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