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Abstract—Content distribution via network coding has re- or inject arbitrarybogusdata into the network, they may be
ceived a lot of attention lately. However, direct applicaton of able to greatly slow down the content distribution, or even
network coding may be insecure. In particular, attackers ca  event ysers from getting correct data entirely. In ctassi

inject “bogus” data to corrupt the content distribution pro cess A . . .
so as to hinder the information dispersal or even deplete the content distribution scenarios, data integrity can be lkbec

network resource. Therefore, content verification is an imprtant ~ Using a “hash-and-sign” paradigm, where the source employs
and practical issue when network coding is employed. When a collision resistant hash functionto compute hash values

random linear network coding is used, it is infeasible for te  of the original dataX and signs the hash valugéX) using a
source of the content to sign all the data, and hence the tratibnal digital signature schems with a signing keyk. The signature

“hash-and-sign” methods are no longer applicable. Receny a . . .
new on-the-fly verification technique is proposed by Krohn et Sk(h(X)) is then used to verify received data However, as

al. (IEEE S&P '04), which employs a classical homomorphic W€ can see later, such methods are not applicable in practica
hash function. However, this technique is difficult to be apfied network codingbased content distribution schemes.

to network coding because of high computational and commu-

nication overhead. We explore this issue further by carefuy Itis first showed, in the seminal work by Ahlswede et al. [6],

analyzing different types of overhead, and propose method®  that if the nodes in the network can perform coding instead of
help reducing both the computational and communication Co§  gimply forwarding information, multiple sinks in a multisa
and provide provable security at the same time. session can achieve their maximum network flow simultane-
Keywords: Content distribution, security, verification, network ously. This technique is referred to astwork coding Since
coding. then, the topic has been intensively studied, includindhbot
theoretical analysis (such as [7]-[9]) and practical distans
(such as [2], [10]-[12]). More details on the literature dan

| Introduction found in Section II-A.

_ o Some classical theoretical results (such as [9]), although
For the past few years, there has been an increasing mtemg\,ide important insights, would be difficult to apply in

on the application of network coding on file distribution.rvVa practice since they require the knowledge of the network
ious researchers have considered the benefit of using ”etWproIogyduring code construction, and require the linkufais
coding_on P2P networks for file Qistribution and multimedigy follow certain predefined pattern for the code to be rédiab
streaming (such as [1]-[5]), while other researchers hayg practice, however, a content distribution network can be

considered using network coding on millions of PCs arouRgry dynamic in terms of the topology, membership, and
the Internet for massive distribution of new OS updates apgires.

software patches (e.g., the Avalanche project from Miditpso
What we are interested in is tisecurityof content distribution ~ Random linear network coding [13] provides a solution to
schemes using network coding, and how to achieve the sgcutitose problems by allowing each node in the network to make
efficiently local decisions. In their setting, the origin&l is divided inton
blocksxy, xs, - - - , x,, and each node computes and forwards
An important issue in practical large content delivery in 8yme random linear combinatign = Zf}_l cix; for each
fully distributed environment is how to maintain the intégr of its downstream nodes, together with Z{he coefficiants
of the data, in the presence of link failures, transmissioors, (c1, -+ ,cn). We call the pail(p, c) a packet When sufficient
software and hardware faults, and even malicious attackersjinearly independent packets are received, a node would be
malicious attackers are able to modify the data in transomss gple to decode the origin&. It is clear that data integrity is
A preliminary version of this paper appeared in ICNP’'06 even more important_in this setting, since, W.ithOUt Vertfhm.n’.
Qiming Li is with Crytography and Security Departmeht, inge for & nodeT” could combine a damaged (or maliciously modified)
Infocomm Research, A-Star, Singapore. Emgiting.li@ieee.org packet into all the packets thdt generates, and hence all its
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not be easily applied with random linear network codinds computationally very expensive, even in their probabdi

In classical digital signature schemes, only the sender daatch verification variant. This is made worse when the KFM
produce the correct signature of any random combinatissheme is adopted for random linear network coding, since
of data. Hence, the sender would have to pre-compute ahé random combination coefficients have to be much larger.
distribute the signatures for all possible linear combores,

which is infeasible. Problem 2: The communication overhead in network cod-

ing context can be much more significant and cannot be
This problem of detecting malicious modifications at intefignored due to the large sizes of the parameters, hash values
mediate nodes, especially when it is infeasible for the sendind coefficient vectors.

to sign all the data being transmitted, is sometimes referre ] o )
to ason-the-fly Byzantine fault detectiokrohn, Freedman We address the first problem by substituting the underlying

and Mazieres [14] considered the problem in the contelpmomorphic h_ash function to arecently.proposed aIt.ereati
of large content distribution using rateless erasure cgdes called VSH, which is much faster [17]. This hash function has

fountain codes), and proposed a technique using homonwrgHi additiqnal advantage that most of th_e system parameters a
cryptographic hash functions [15]. Hereafter we will refer fixed, which do not need to be transmitted over th_e network.
this scheme as the KFM scheme. It is noted by Gkantsididirthermore, we analyze carefully the required sizes of the

and Rodriguez [10] that the same technique can be adapte@¥§{€M parameters, and study how to choose system parame-
network coding based content distribution. However, btk t ters 10 avoid unreasonably large communication overhead.

computational and communication overhead is high. In Section I, we survey previous work on network cod-

A simpler and more efficient verification method calledd and error detection techniques (Il-A), and give dethile

secure random checksumas proposed by Gkantsidis etqlescri_ptions of the KFM scheme (11-B). We observe certain
al. [16], which comes at the price of weaker security thdfnitations of the secure random checksum scheme [16] in

depends on the secrecy of user-specific parameters. Alhom§ction I1-C. A homomorphic hash function based on VSH is
computationally efficient, this scheme poses certain éitighs  9VeN in Section Ill, and a basic verification scheme based on

on the distribution scenarios, as we will see in Section.lI-cthiS néw hash function is given in Section IV. We analyze
how to apply the batch verification in Section V. A more

We make a few observations on the differences between #fécient sparsevariant of the random linear network coding
scenarios using erasure code and the network coding. Thiss@roposed in Section VI, and communication overhead is
differences makes the adoption of the KFM scheme [14] vecarefully analyzed in Section VII. We also verify our result
challenging. with experiments in Section VIII.

Observation 1. The parameters in the KFM scheme allows
binary coefficients. Furthermore, the weight of each caefiic Il. Background
vector is a small constant. However, in random linear nektwor
coding, it is not clear if there can be too many zero coeft- Related Work
ficients. Furthermore, the sizes of the coefficients canmot b

too small, since otherwise the network coding cannot aehiev 't iS @ well-known graph-theoretic result that the maximum
the theoretical capacity with high probability, and it wdude CaPacity between a source and a sink connected through a
insecure against attacks. network is the same as the maximum network flolwetween

them. When the network can be viewed as a directed acyclic
Observation 2. The security of the KFM scheme relies orgraph with unit capacity edgeg, is also the min-cut of the
the size of a security parameter in the hash function (d.g.graph between the source and the sink. However, when there is
should be at least 1024 bit long). In random linear netwogksingle source and multiple sinks, the maximum network flow
coding, the size of the modulus will be the same as the siZamay not be achieved. A seminal work étwork codind6]
of the smallest data unit as well as that of the coefficients.reveals that if the nodes in a network can perform coding on

the information they receive, it is possible for multiplelss

Observation 3. The parameters of the hash functions angl, 5chieve their max-flow bound simultaneously through the
the gash va_lue; %f each datalbloc(l; have to be distribuigdye network. This elegant result provides new insights int
in advance in both settings. Also, during transmission, ey orking today since it now becomes possible to achiee th
coefficient vector has to be transmitted together with eagh. , qtical capacity bound if one allows the network nodes o

combine_d data block. However, the ‘f_’i”ary constant weigfy, path to perform coding, instead of just the conventional
vectors in the KFM scheme can be easily compressed, wher%%lf(S of routing and forwarding.

in network coding this is not the case.

, . L Later, Li et al. [7] showed that, although the coding per-
These observations give rise to a few challenging issués “ﬂ?rmed by the intermediate nodes does not need to be linear,

nee_d to be addressed to achieve secure and efficient netwk, neqwork codes are indeed sufficient to achieve the- max
coding. imum theoretical capacity in acyclic synchronous netwolks

Problem 1: The cryptographic hash function used in [14Iheir settings, each node computes some linear combination
he information it receives from its upstream nodes, andgms



the results to its downstream nodes. However, to compute théAnother simple and efficient on-the-fly verification scheme
network code (i.e., the correct linear combinations) tisat was proposed by Gkantsidis et al. [12]. Although it may
to be performed by the nodes, the topology of the netwole suitable for certain application scenarios, there ameeso
has to be known beforehand, and has to be fixed during tiveitations when it is put under a generic setting, as we will
process of content distribution. Furthermore, their athar see in Section II-C.

is exponential in the number of edges in the network.

Koetter and Médard [8], [18] also considered the problem
linear network coding. They improved and extended the tesu
by Li et al. [7], and considered the problem of link failures.
They }‘ound _that a §tat|c linear .COde Is sufficient to handlﬁe-ﬂy detection technique presented in [14] (which we rrefe
link failures, if the failure pattern is known beforehandw# . R

. : to as the KFM scheme) is illustrated in Fig. 1.
ever, as mentioned by Jaggi et al. [9], the code construction
algorithm proposed by Koetter et al. still requires chegkin  |n this scheme, the conteX is divided into n blocks
polynomial identity with exponentially many coefficients.  x,....  x,, and each block; is further divided intom sub-
Jaggi et al. [9] proposed the first centralized code construtE:IOCTsxi’l’ ’hxi’m’ lehl‘? re eactr; ; c?n be replresente_d by
tion algorithm that runs in polynomial time in the numbe?neementmt e multiplicative groug, for some large prime
of edges, the number of sinks, and the minimum size i
the min-cut. They also noted that, although the results of A hash functionH is then applied on each block to obtain
Edmonds [19] shows that network coding does not improve thge hash values,, - - - , h,. In particular, the hash function
achievable transmission rate when all nodes except thesoulses, generatorg, - - - , gm € Z:, and the hash valug; of
are sinks, finding the optimal multicast rate without codinghe j-th block is computed as; = H;_":l g;_”w‘ mod p.
is NP-hard. They also showed that if there are some nodes
that are neither the source nor the sinks, then multicagt wit Clearly, the hash functioft is homomorphic in the sense
coding can achieve a rate that(ilog |V'|) times the optimal that for any two blocks; andx;;, it holds thatH (x;)H(x;) =
rate without coding, wherf/| is the number of nodes in the™(x; + x;). These hash values are distributed to all the
network. It is also shown in [9] that their method of cod@odes reliably in advance. It is suggested in [14] that the

construction can handle link failures, provided that thifa same technique can be used recursively on the hash values
pattern is known a priori. until the final hash value is small enough to be distributed

without coding. After receiving a coded block which is a

Random network coding was proposed by Ho et al. [13] &igear combination of the originat blocks with coefficients

a way to ensure the reliability of the network in a distrimite — (c1,--- ,cn), @ node will be able to verify the integrity
setting where the nodes do not know the network topology x usingx, C, and the hash valués,, - - - , h,,, making use

which could change over time. In their setting, each nodg the homomorphic property oft. In particular, the node
would perform a random linear network coding, and thehecks if the following holds

probability of successful recovery at the sinks can be lyght .

bounded. Chou et al. [2] proposed a scheme for content H(x) = TT he d 1
distribution based on random network coding in a practical (x) H ¢ modp @
setting, and showed that it can achieve nearly optimal rate

using simulations. Recently, Gkantsidis and Rodriguez [3] 5) | jmitations: There are two inhereritmitations in the
proposed another scheme for large scale content disBibuthy, e scheme. First, it is computationally expensive to-com
based on random network coding. They show by simulatiose the underlying hash functio. Secondly, all parameters
that when applied to P2P overlay networks, using netwog the scheme, including all the hash values, must be dis-

coding can be 20 to 30 percent better than server side codjfigted in advance, even to verify a single data packet.
and 2 to 3 times better than uncoded forwarding, in terms of

download time. In [14], the first problem of expensive computation is dealt
_ . with by using two techniques. On one hand, the parameters are
With the recent popularity of P2P networks [20], [21]chgsen such that all coefficientshare very small, and many

researchers are beginning to consider the problem of Qfyhem are actually zeros. On the other hand, verification of
the-fly Byzantine fault detection in content distributiosing multiple data packets can be done in batches to reduce the

random network coding. Authors in [10] noted that the Verifls o4 computational cost. The second problem, howeser, i

cation techniques proposed by Krohn, Freedman and M&ziefg yjeq by choosing the parameters carefully such that the

[14] can be employed to protect the integrity of the daigerhead due to the hash values is less than 1%, which is

without the knowledge of the entire content. The VeriinH‘tiOacceptable in many practical scenarios. Neverthelessnwhe

techniques were originally developed for content distitou original data is relatively large (say, 1GB), the stat-

using ratelegs erasure ches and were based on homomorggliay caused by the transmission of the hash values may

cryptographic hash functions [15]. not be tolerable, especially in dynamic networks where sode
frequently join and leave.

. The KFM Scheme

1) Basic Verification Schemé&he overall picture of the on-
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Fig. 1. On-the-fly Byzantine fault detection [14].
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3) Challenges:lt is worth to note that the KFM scheme is We note that in this scheme, every node needs to download a
intended to be applied on rateless erasure codes, where adyof distinct checksums directly from the source. Thiste
the source of the content performs the coding, which is & centralized downloading scenario with a smaller content
contrast with the idea of network coding, where all intermesize (which is the size of the checksums), which may lead
diate nodes can patrticipate in the coding. The difference tm two problems. First, this poses limits on the scalability
these settings leads to challenging problems when adoptifgthe scheme, since the source could be overwhelmed by
this scheme in random network coding. the requests to download checksums. Whereas in the case of

homomorphic hashes, although the hash values have larger

Basically, to allow intermediate nodes freely combine da@zes, it is not necessary to download them directly from the
blocks, the combination coefficients has to be chosen frafg,ice but they can be instead obtained from peers, and no
the same group as the sub-blocks (which is the smallest Uiifjitional secure channel is required. Secondly, the sourc

in combination). Hence, for a randomly combined block, the required to be online until all the nodes have received
size of the coefficients will be|p| (where| - | denotes the bit cpecksyms from it, which makes it difficult for dynamic
length). Clearly|p| cannot be small (e.g., at least 1024), sinGgenyorks where nodes are frequently leaving and joining the
otherwise the hash function can be easily broken. FUrth@ma, qyork. To some extent, the use of such checksums weakens

if the size of the content is large,cannot be too small either, o potential advantages one could expect from a distdbute
since otherwisen would be too large to make the distribution.,tent distribution scheme.

of parametergy, - - - , g,, prohibitively expensive.

As a result, this not only introduces extra communication
overhead due to either the hash parameters or the coefficient;; A homomorphic hash function based on VSH.

but also makes the computation of (1) (hence the verificationZ; A multiplicative group with large prime modulys
; A subgroup ofZ* of prime orderq. p = aq + 1.
much more expensive. Bit length of prir%e modulup (A = |p|).
Bit length of prime orderg (v = |g)-
Original content to be distributed.
Number of blocks ofX. That is,X = (x1,- -+ ,Xn).
Number of subblocks per block. Each subblock is an elemeugt. of
An alternative to the expensive cryptographic hash functio #: The hash value of théth block.
. . . . . x A block of data, or a combination of blocks.
as used in [14] is proposed in [16], \./vh|ch. is call_ed the & A coefficient vector of length.
Secure Random Checksum (SRC). Their main idea is as thep A packet, consisting of a combined block and a coefficientorec
following. Before the actual downloading commences, each b The number of packets in one batch. .
d . hecksunt h block of d f h Number of packets to combine in the sparse random linearanktw
node retrleves ahecksumfor each block o a'Fa rom the coding.
source via a secret channel. Each checksum is computed &s Hash value computed from a data blodd1(= 7(x)). '
a random combination of all the sub-blocks in a block, and#2 Hash Va'“? ﬁ"”;]puf‘? from hash valuess using the homomorphic
. . . roperty of the hash function.
the coefficients are different for each node. These checksum > P°™Y
are also homomorphic, so that they can be used to check TABLE |
the integrity of any received packet in a way similar to SYMBOLS USED IN THIS PAPER
homomorphic hash functions. Since only linear combination
are involved in the computation of these checksums, the

verification can be very efficient.

C. The Secure Random Checksum Scheme

Iz Xora
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I11. A Homomorphic Hash Function Based on VSH B. Security of the Hash Function

The proposed basic scheme is based on the non-trapdookhe security of?{ is defined in terms of the difficulty
variant (VSH-DL) of the Very Smooth Hash (VSH) functionin finding collisions. To precisely define the security, we
due to Contini et al. [17]. The rationale behind VSH and itllow the commonly used notions of negligible functionslan
variants is that using smaller primes as group generatoutdwocomputational feasibility in cryptography.
greatly improve the computational efficiency of hash func- _ _ o _
tions that involve many exponentiations. The VSH function®efinition 1 A function f(n) is called negligible w.r.tn if
however, do not have the homorphic property that would B@F any positive polynomiaboly(-), for all large enoughn, it
required by the on-the-fly verification process. holds thatf(n) < 1/poly(n).

In this paper, WE propose a homomqrphlc ha§h funa_'%rthermore, we are mainly interested in the collisionsesi
based on the same idea of VSH-DL, which we will deSCI‘Ib[%nce of the hash function

in detail in the next subsection. The homomorphic property

is obtained by re-arranging the order of the bits in the iNPYfinition 2 A hash function is collision resistant if for
message blocks before applying VSH-DL. For readability, al,, holynomial-time probabilistic algorith, the probability
symbols used are presented in Table |. Pr[A(p, q) = (x,y)s.t. H(x) = H(y)] is negligible w.rt.|q|.

In other wordsH is collision resistant if it is computationally
infeasible to find two messagesandy that produce the same

, i hash value.
Let p be a large strong prime, such that there is another large

prime ¢ dividesp — 1. That is, there is an positive integer Next, we define a generalized version of the VSDL problem
such thatp = ag + 1. As a result, there exist a multiplicativeas in [17].

subgroupg in Z; with orderq. Furthermore, for any € Z,,

let y = z® mod p, if y # 1 mod p, y must be inG. For Definition 3 (GVSDL) Letp be a large prime, and leg be
convenience, letp| = X and |q| = ~, where| - | denotes the a large prime such thap = ag + 1 for some positive integer

A. A Homomorphic VSH-DL

bit length. a. Let py, - ,p, be them smallest prime numbers such
) . that p&* # 1 mod p for 1 < i < m, wherem < ~¢ for
Let p1,---,pm be m prime numbers, such thab < 7°  gome constant. GVSDL is the following problem: Given the

for some constant. In other words,n is bounded by some 4¢5rementioned parameters, COmpuie: - - , em € Zg, such

polynomial in+. In practice, we can choose those primes @i at least one of the.’s is non-zero. and
. K3 ’
be them smallest prime numbers, such thgt # 1 mod p. .

That is, we can choosg = 2, p. = 3, and so on, and skip aei _ q d 4
those primes whose order is notWhengq is much larger than sz moap. @)
a (e.g.,a = 2), the probability that a random small prinpe

satisfies the conditiops® # 1 mod p is high. When o = 2, the above definition reduces to the VSDL
Assume that amessageis a vector of the formx — problem. We say that an algorithr solvesa given GVSDL
(21, ,&m) Wherez; € Z, for 1 < i < m. The hash of Problem instancep, q) if A(p,q) = (e1,---,en) such that
x is computed as somee; is non-zero, and (4) holds. Npte that, -, pm
are implicitly specified once and ¢ are given, and they can
e be computed efficiently. Furthermore, we say that GVSDL is
H(x) = Hpi ' mod p. @) computationally hardf for any polynomial-time probabilistic
=1 algorithm A, the probability thatd solves a random GVSDL
problem instance(p,q) is negligible w.r.t.v = |q|. The

It is worth to note that the original VSH-DL function is pqpapiity is taken over the random choicessof; and the
equivalently computing the same function witlipha = 2, i ternal coin tosses made by,

but explicitly using the parallel exponentiation algonittdue

=1

to Bellare et al. [22] and used in [1%4] Following the result in [17], we can see that that the hash
) function H is collision resistant if the GVSDL problem is
Homomorphic Property:  For any .two messages = computationally hard.
(1, yxm) andy = (y1,--- ,ym), it is not difficult to see
that Lemma 4 The hash functioft is collision resistant if GVSDL
H(x)H(y) = H(x+y). (3) is computationally hard w.r.ty = |g].

In other words, the hash functidd is (4, x)-homomorphic. .
Proof: Suppose on the contrary that there exists an

1There is an off-by-one error in the algorithm due to Bellateale [22], attac!(erA that Ca.n _compute a collision @t with a prqbability
which is corrected in [14] that is not negligible, we show that we can build another



algorithmB that makes use of to solve the GVSDL problem 1) Compute the hash valué; = H(x).
also with a probability that is not negligible. 2) ComputeH, =[]}, h{" mod p.

. . L . 3) Verify that H; = Hs.
In particular, giver(p, ¢), which is an instance of a GVSDL

problem, and an attacket, we useA to find two messages |t is worth to note that once an intermediate node has

X = (21, -+, %) andy = (y1, - ,¥m) Such thatc # y but received the parametepsq andm, it will be able to compute

H(x) = H(y). In this case, according to (2), we have o andpy, - -+, pm locally. Therefore, those prime bases do not
m m need to be distributed. The hash values, however, still teed
[ =]]P" modp. be distributed. Nevertheless, we will see that in any realsken
i=1 i=1 setting the communication overhead is low.

Let z; £ 2; —y; mod ¢, the above is equivalent to

m . .

le% —1 modp. B. Security Analysis

=1 Intuitively, an attack is considered as successful if the at

This is exactly a solution to the GVSDL problem instancqacker, with the full knowledge of the content being diitixd

Note that at least some’s are non-zero because# y. If and all the public parameters, can generate a pdgked such

A succeeds with probability,, then we can also find thethatp is not a linear combination of the original data specified

solution z;'s with probability p,. B by c but the packet still passes the verification. Hence, we have
the following definitions of integrity attackers and the ety.

IV. The Basic Integrity Verification Scheme . . . . S
gy Definition 5 An integrity attacker A is a probabilistic

A. The Basic Scheme polynomial-time algorithm, such that given parameters
p,q,m,p1, -, pm and the encoded conteld = (x1,--- ,X,),
Our proposed scheme consists of two algorithms, naméﬂ}i attackerA findsy and ¢ = (c1,---,cn) so that for

the encodingalgorithm where the original data are prepared — >ie1 ciX;, We havey # x yetH(x) = H(y).
for distribution, and theverificationalgorithm, which is used

by individual nodes to verify the integrity of the receiveatal Definition 6 The basic scheme is secure if there does not exist

any integrity attacker that can succeed with a probabilisitt
1) Encoding:Let the parameters, ¢, m andpy, - -- ,p,, be IS not negligible w.r.ty.
chosen as in Section Ill-A. Given any binary stritg let n

be the smallest positive integer such thgf < mn(y—1)—1. We show that the basic scheme is secure, since otherwise

Assume that < poly() for some positive polynomialoly. we can solve the GVSDL problem.
We also assume thaf is compressed, such that the bits are

random. Theorem 7 The basic scheme is secure if GVSDL is compu-

. . tationally hard w.r.t.~.
In this way, we can always pad the origindl properly

(e.g., with a one followed by zeros) such that the result Gan b
divided into small pieces of —1 bits each. In other words, we
can always encode the data into the faKn= (x1,- - ,xy),
wherex; = (z;1,- - ,xi,m)T and each; ; is of lengthy—1,
and can be considered as an elemerigjrfor all 1 <i <n
and1l <j <m.

Proof: Essentially, we need to show that if there exists an
integrity attackerA that succeeds with probability that is
not negligible iny, we can construct a probabilistic algorithm
B that solves the GVSDL problem with the same probability
P, which contradicts with the assumption that GVSDL is hard.
In particular, we construct an algorithfa as follows. Given
We will call x; as thei-th block and eachy; ; as thej- inputp,q,m,p1,---,pn, as in Definition 3, the algorithnB
th sub-blockof the i-th block. Now, givenX, the encoder does the following steps.

computes
m 1) Randomly selectv € [2,poly(y)], for some positive
L N aT;,j polynomial poly.
hi = Hix:) jl:IlpJ mod p ®) 2) Randomly selects; ; € AZq forall 1 < i <m anAd
for eachl < i < n. 1 < j < n. Denotex; = (21, - ,%im) and X =
(X1, , Xn).

2) Basic Verification Algorithm:During verification, each ~ 3) Invoke A with p,q,m,p1,--- ,p, and X as inputs. If
network node is given a packék’c> and system param- A fails, halt and declare failure. IA succeeds, ley =
eters. In the case where this packet is not tampered with, (y1,"*,¥m) @ndc = (c1,---,c,) be the output.

c = (c1,---,c,) are the coefficients where eaeh € Z,, 4) Output e1,--- e, Wheree; = y; — >0 @i 5¢;
x is the linear combinatiox = "> | ¢;X; mod Z,. mod ¢ for 1 <i < m.

Each node can verify the integrity of the packet as the Clearly, algorithmB runs in polynomial time. Wher4
following. succeeds in Step 3, we know that# Z?Zl ¢;x;, hence at



least one of the,’s is non-zero. Thereford? succeeds if and 1) Invoke A to obtaind packets((yi,c1),- -, (¥»,Cp))-

only if A succeeds. In other word®, succeeds with the same Let Y 2 {(yi,ci) | yi # Z?:l ¢ ;X5 + where we
non-negligible probabilityP, hence creating a contradiction. denotec; = (¢i1,** ,Cin). That is,Y is the set of
[ ] corrupt packets.

2) For every packety;, c;) in Y, check if it passes the ba-
sic integrity verification. If a packely’, ¢’) in Y passes

V. Batch Verification the verification, outputy’,c¢’) and halt. Otherwise do
the following.
A. The Baseline Batch Verification Scheme 3) Randomly choosé coefficientsry, - - - ,r, € Zq.

4) Computew = Zle r;y; mod g.

To reduce the computational cost of the verification, a batchs) Computev = 25:1 r;c; mod q.

of packets can be verified at the same time. In particulegr aft 6) Output packetw, v)
a node has receivédpackety (y1,c1), (y2,¢2), -, (¥s, b))

(not necessarily from the same source), the node can veiifyhe algorithm halts at Step 2, clearly it has already sasee

all the packets as follows. fully attacked the basic verification scheme. Otherwisethay
definition of the attacked, the packef{w, v) passes the basic
1) Randomly choosé numbersry,--- 1y, € Zq. verification with a probabilityp,, that is not negligible.
2) Computew = Z?:l r;y; mod g.
3) Computev = 25:1 ric; mod q. If (w,v) is indeed corrupted (i.e.w is not the linear
4) Verify the integrity of the packetw, v) using the basic combina.tion ofX with coefficients inv), such a packet_ wc_)uld _
integrity verification scheme. be considered as a successful attack on the basic integrity

verification scheme, and the attack@rwould be successful.
Due to the homomorphic property of the hash function, we c&ftherwise, when(w,v) appears to be not corrupted (e.g.,
see that if the verification in Step 4 fails, then at least dritk@ when the coefficients;’s chosen for the corrupted packets
packets is corrupted. However, if the batch of packets gass happen to be)), the attack would fail. However, since the
verification, it is still possible that some packets are gpted coefficientsr;’'s are randomly chosen, the probability that the
but could not be detected by the verification algorithm. Hensecond case happens is exponentially small.

we need to analyze the security more carefully. . .
y y y Therefore the algorithn®B can successfully attack the basic

verification scheme with probability, that is not negligible

. . sincep, — p, IS negligible). Hence the corollary followsm
B. Security Analysis (sincepy, — p gligible) y

When the batch verification technique is used, it is clear tha
We first extend the definition of an integrity attacker to workhe computational cost can be reduced roughly by a factor of
on a batch of packets. b, since we perform verification adnpackets at a time, and the
additional cost introduced by the random linear combimatio
Definition 8 A successful batch integrity attacket is a of the packets is not significant compared with the cost of
probabilistic polynomial-time algorithm, such that giverthe basic verification on the combined packet. Nevertheless
parameters p,q,m,p1,-,p, and the encoded contentit should be noted thab cannot be too large for typical

X = (x1,---,x,), the attacker A computesb packets applications since it will introduce additional delay ineth
((y1,¢1), (y2,¢2),---, (ys,cp)), Where at least for some content distribution process, since a node needs to waiit unt
yi andc¢; = (¢1,--+,¢n), We havey; # Z?:l c;x;, but b packets to arrive before the verification can be done.

the packets pass the batch verification algorithm with a
probability that is not negligible.

C. An Enhanced Scheme
We can show that, to come up with a batch of packets that

pass the verification above is not easier than breaking thie ba Te cost of verification in the batch verification can be

verification scheme itself. further reduced. Recall that to verify the a packet v) using

the basic verification scheme, we must comphte and Hs
Corollary 9 The batch verification scheme is secure (i.e., ngs below and check if they are the same.

successful batch integrity attacker exists) if the baslweste
is secure.

m n
Hy = Hp?wj, Hy = H hy (6)
Proof: Suppose a successful batch integrity attackeix- = =
ists. We construct another attack algorittiivas the following. wherew = (wq, - ,wm), v. = (v1,---,v,), and h; is
Given parameters, p, q, m, p1, -, p, @nd the encoded contentthe hash value of thg-th block. Intuitively, if we can make
X = (x1, - ,x%n), the attackerB performs the following the exponents in the computation as small as possible, the
steps. computation cost can be reduced.



To see how we can make;’s small, let us consider the have left the network.
batch verification process more carefully in matrix formt ue

denote a batch of packets by, C), whereY = (y1,--- ,ys) H_ere ‘we propose a simple yet powerfu_l alternative to
is the actual data (when not corrupted), &Bid= (c1, - , cp) avoid high computation cost when computing the random

are the coefficient vectors. During the batch verificatiofomPinations. We will refer to this method 8parse Random
another random vector = (r1,--- )" is used, where Linear Network CodingThe idea is that, instead of computing

w = Yr andv = Cr. Hence, if we instead choose (or & random combination of all thes data blocks, we can

part of w) and find the corresponding we may be able to instegd ra_mdomly select ontyof them and compute arandom
greatly reduce the computation cost. In particulad i m, combination of only thosé blocks. Mqre precisely, when a
we can randomly choose and find a solution tow — Yr podeA needs to send_ a packet, c) to its downstream node,
provided that the rank oY is m. Even if the rank ofy is It Performs the following steps.

not m or b < m, we can still choose the values of some of

the components oy, remove some rows ifY and solve the SpaARSERANDOM LINEAR NETWORK CODING

reduced system to find, and finally compute the rest of the

components irw. If b is not too small compared wit, this 1) Randomly choose# packets from the random com-
method could save a large portion of the computation cost. binations received byA so far. Let these packets be

. . . (x1,€1),- -+, (xg, o).
A similar method can also be applied on the computation 2) Randomly choose,, - - 7 € Z
9 9 q-

of H, to makev very small. This can be useful wheéris not 3) Compute packetx, ¢) as
small compared withn. However, clearly it cannot be used ’

simultaneously with the first method. The actual method to 0 0
apply would be determined by the choice of the parameters X= mei, c= Zrici-
m, n andb. i=1 i=1

It is worth to note that the effects of reducing andv are Also, we require the source node to be more powerful

”hOt the’sar:ne. Th'hs is becauses a;}eflr} generhal much fsf_m_allerthan other nodes and still sends random combinations of
than;’s, hence the computation 1, is much more efficient o, pocks. It is clear that each packet being sent over

than f; whenm = n. As a result, the overall computationye neyork would still be quite random, and allow high

EOSt h"_"S _to g)e considered when deciding which function is yS?obabiIity of reconstruction at the receivers. We confihis t
e optimized. intuition through experiments in Section VIII-B.

It is worth the note that the probability of successful
VI. Sparse Random Linear Network Coding delivery is very high even with small constafit Therefore,
the computation overhead due to the computation of random
The computation overhead involved in the content distribeombinations can be made independent of the number of
tion consists of two parts. The first part is the cost due to tiocks, which greatly relaxes the constraints that needeto b
verification of the packets, and the second part is the duedonsidered for practical systems.
the need to compute random combinations of the data blocks. - ) ) o
The preceding sections of this paper focus on the first part!n addition, the sparse coding variant is just as secure as
of the cost, which can be reduced through the use of mdh§ basic scheme. The proof of security of the basic scheme
efficient hash functions and batch verification techniques §2" P€ applied for sparse coding without modifications,esinc
we have discussed. Nevertheless, the second part of the &3g¢Proof does not require the coefficients to be of any specia

also plays a very important role in practice, especially mhdroPerties.
the content is large (e.g., in the order of gigabytes), atest

a significant impact on the choice of parameters. L
9 P P VIlI. Communication Overhead

In some previous work (such as [2], [3]), it is proposed
to divide the content to be distributed into smaller trunks The communication overhead of the content delivery
(sometimes referred to @&nerationy and random linear net- scheme involves three parts, namely the cost of distrigutin
work coding is applied to each trunk of content independgentthe parameters, the hash values, and the random coefficients
Although this method works in certain application scersmrioused in the combinations.
it does not address the problem directly but instead avoids
high computation overhead by applying random linear nekwor
coding to smaller problem instances. Hence, this strategy mA. Parameters
lose certain benefits from network coding. For example, when
a node sends data to its downstream nodes, it has to decid&he first part is the cost of distributing the parameterstier t
which trunk to send. If the algorithm to make such decisiordelivery. Here we are mainly concerned about the parameters
is not designed properly, it may result in a situation whereralated to the hash function, which includeshe number of
certain trunk cannot be reconstructed after a few key nodascks, m the number of subblocks per block, and primes



andq. Since the algorithm to find the small prime baggsis D. Trade-offs

public and deterministic, all nodes in the network can corapu

thosep;’s locally after receiving the above parameters. Note Besides trade-offs within the two categories of overhead,
that the first part of the overhead is independent of the contave can actually trade-off between the communication and
size, and can be regarded as constant. On the other hangoihputation overhead.

the scheme proposed in [14] is used instead, this part of the

overhead would be at least the same size of a data block, whic .he malnllldea |skthat \éve can d|\;]|de theﬁ_o_rlgmal cont?nt
may be significant, since the number of blocksannot be X into smaller trunks and re-use the coefficient vector for

- . - ) different trunks. This is similar to some previous work (e.g

too large (as we will show later in Section VII-C). [2], [3]), but the difference is that we dividK “horizontally”
(versus “vertically” as in previous work) if we view the

original content in the matrix form. In particular, eachrtku
B. Hash Values containsm; rows of X, and during each transmission from

a node to one of its downstream nodes, all thgm, trunks

The second part is the cost of distributing the hash valuggare the same coefficient vectors. As a result, we can send
of the data blocks before the actual delivery of the datac&Singny one coefficient vector fom /m; trunks.

each hash value is an elementp, the total size of the hash

values isn|p| = nA. This part of the cost is proportional to In this way, we can remove the dependency betwegn

the number of data blocks, and it is a one-time cost for aapdn to some extent, so that the computation overhead can
node in the network for the entire content distribution &ess be reduced when we apply the enhanced batch verification
The ratio of the cost over the total size of contenhj§my), scheme in Section V-C, since now, and b can be made
which is typically very small. For instanc&,= |p| is typically ~closer.

at most 2k bits, antghy = is roughly the size of one data . . L .
7 =mlal any The price of doing this is twofold. First, we need to

block, which is typically at leas82k bytes. In this case the i hash val ¢ h K ind dentlv. A
overhead ratio is about 0.78%. When the data blocks are o‘#'ﬁt” ute has _va ues for gac_ trunk-independently. As a
gult, the one-time communication cost due to the haslesalu

few megabytes in size, as suggested in some of the previ(5ﬁ )
work, such overhead would be quite insignificant. increases by a factor of/m.. On the other hand, during

the verification, we need to compufé; as in Equation (6)
exactly m/m,; times for a batch, instead of only one-time.
o As we analyzed earlier, when we require small re-occurring
C. Coefficients communication overhead,/mm should be small. Hence, such

) increase may be offset by the effect of the enhanced batch
Recall that each packet transmitted over the network cofsrification.

sists of a pair(x, c¢), hence the overhead due to the need to

transmit the coefficient vectatr has to be examined closely.

Since each coefficient is in the same finite field as each VIII. Experiments

subblock of the content, the size of one coefficient.iglence

the total size of the coefficient vectorisy. Considering that A. Computation Overhead

the size of each data block is~, the overhead ratio due to

coefficient vectors is/m. As we mentioned in Section VI, the computation cost

) ] ) o involves both the computation of random combinations and
Since this part of the overhead is re-occurring in the sengg, nash values. When sparse random linear coding is ap-

that it will happen each time some data is transmitted, it ﬁied for each combined block we only need to compute

desirable to make the ratio/m as small as possible. Hencey,o compination of blocks, which makes the computation
as we mentioned earliet,can not be too large. For instance, if

- " ) of combinations much more efficient than that of the hash
the size of the data iB)0 megabytesy = 800 (say, with|p| = y51yes. Hence we only analyze the computation cost of the
A = 1024), and we want to make/m < 0.01, we must have pash function.

n < 210/10 ~ 100. When the equality holdsy = 100n =

10 x 2'% ~ 10000 and each block is of size megabyte. If the  Since we obtain the efficiency by using small prime bases

original data is of sizd gigabyte, with the same, roughly in the hash function, the computation éf; is much more

we can have at mos20 blocks of3.2 megabytes each. efficient thanH, as in Equation (6), whem = n. However, in
typical casesyn may be much larger tham (say,n < 0.01m),

For dynamic networks where nodes frequently join angbnce the overall computation costBf could be more than
leave the network, or in scenarios where nodes have sI%t of Hy.

connections to each other, it may be desirable to have data

blocks as small as possible. One way to achieve that is towWe implement the proposed hash function and conduct
reduce~, at the cost of reduced security. For example, whexxperiments to evaluate the efficiency of the computation of
~v = 400 (say, with|p| = A = 512), andn/m < 0.01, we H; and H, with various parameter combinations. We use
haven < 144 for 100 megabyte data, and each block is aBNU C/C++ compiler with open source Crypto++ library, and
least abouf700 kilobytes. the experiments are done on a laptop computer with an Intel
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Core 2 Duo T7300 CPU. Only one of the two cores is utilized We further evaluate the computation efficiencyldf during

during the experiments. verification. The results are shown in Fig. 3. We can easiy se
that the time it takes to computl, increases linearly with

, : : the number of blocks (i.en). Furthermore, the efficiency of

45 T T
P|=512, |q[=400 —+— . . . § .
oplTee [d=600 X R L computingH, is quite predictable in the sense that, when we
e \%*\( \* . *\ o increase the parameterns, (A or v), the increment of the time
40 / - . . . . .
N e consumption is proportional ta and the difference in\ (or
_ , since we have ma constant in our experiments).
vy h de/~ tant t
e S-S s
5 T eeoe ° 10F  |pj=1024, [q/=800 ---o--- o A
D X o b s °
£ X ! _,e"'o B )
. o/,a ol } g |
25 | 1 O/_o
Q O',e :
6 @ 5
20 d 1 1 1 1 1 Ou.g"‘ //x/,.x e
100 200 300 400 500 600 o . /,/"
Number of Subblocks (m) a“‘ x o
4 o X q
Fig. 2. Computation Efficiency off;. o Vx’/)(“)(’
2r © ,O"”‘ e - - SR
In Fig. 2, we show the throughput of the computation of | o - ) e Hx
H,, which is computed as the size of a data block divided,£e——""

L L L L L L L
100 150 200 250 300 350 400 450 500

by the average time it takes to compute a hash value for * Number of Blocks (n)
the block. The values are taken as the average of 25 random

instances. In general, we can see that the throughput sesed 9 3-  Computation Efficiency offs.

when the number of subblocks per block (is2), is increased.
Nevertheless, such increment will not be very obvious after

. Interestingly, Fig. 3 can also be used as a reference to the
exceeds a certain value.

computation efficiency of the original hash function progas
fin [14]. The throughput under different security parameter
are the gradient of different curves in the figure. For exampl
dfor [p| = 512 and |¢| = 400, whenn = 500, the time it
kes to computéi, is about 2 seconds. This translates to a
roughput of about2.5 kilobytes per second, which is much
lower than40 kilobytes per second as in our proposed scheme.
For |p| = 1024 and |g| = 800, similar calculations show that

We can also see that even with relatively small values o
and~ (say, A = 512 and~ = 400), the computation of{;
cannot be very efficient (abodd KB per second) compare
with common hash functions such as SHA-1. With carefull
designed pre-computation methods (such as that in [14)),
throughput can be increased by a small constant factdthe

price of a storage requirement thaistimes that without pre- : :
computation. Furthermore, by performing batch verifigatio the throughput is greatly reduced to abcutkilobytes per

and ignoring the cost to compute the linear combinationrgyri second, whereas in our scheme the throughput is only reduced

batch verification, the throughput can be increased by arfacfC 30 kilobytes per second. Hen_c_e, We can see that our scheme
of b, which is number of blocks in a batch. However, in typicd!@s the advantage that the efficiency is not reduced as much
applications, it is not desirable to have a too lafgesince when the parameters are increased for stronger securigy. Th

otherwise a node needs to wait for too long to receive a bat@@mputational advantage of our scheme is mainly due to the
use of deterministically chosen small primes as the bages fo

From these parameters, we can compute the throughpxponentiations, which is the rationale behind the design o
from the graph. For example, when we choose= 1024 the VSH scheme ( [17]).

and~ = 800, andm > 200, the throughput without batch ) ) )
verification is at leasB0 kilobytes per second. With batch From Fig. 2and Fig. 3, we can compute the final throughput

verification andb = 20, the throughput is increased to0f the hash verification with given parameters. For example,
600 kilobytes per seconéj and if = 100, the throughput using numerical examples in Section VII-C, if the original

i i — 10 _ —
of computing H; alone can reach abod megabytes per CONteNt size iS00 megabytesyn =10 x 2%, n = 100, |p| =

second. With pre-computations, the throughput can bedartht = 1024 and[g| = v = 800, the throughput of computing
improved by a small factor. H, is at least30 kilobytes per second, and the time it takes

to computeH, is about2 seconds. Hence, the overall time it

If we use smaller security parametersand~, the overall takes to verify a packet is roughly 36 seconds, which traesla
throughput can be increased. It is interesting to see ttiatan overall throughput of about 28 kilobytes per second.
reducingA from 1024 to 768 does not significantly increas#f b = 20, this throughput would be increased by a factor
the throughput, but further reduction to 512 shows more thafh 20, which gives 560 kilobytes per second. For the same
30% of speedup (from 30 to 40 kilobytes per second). A and ~, when the size of the original data is 1 gigabyte
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with n = 320 and m = 33555 (which gives a block size IX. Conclusions

of about 3.2 megabytes), similar calculation shows that the

overall throughput without batch verification is also ab28t  Researchers have shown successful application of network

kilobytes per second. coding in wireless networks [23], [24] to improve system
throughput, or P2P networks to improve overall system effi-
ciency. In this paper, we investigate the security and efficy

B. Effectiveness of Sparse Random Linear Network Codinbssues in large content distribution based on network apdin

We consider the problem of on-the-fly verification of the
To evaluate the effectiveness of the sparse random lingategrity of the data in transit. Although a previous scheme
network coding as described in Section VI, we conduct thgased on homomorphic hash functions is applicable, it was
following experiments. mainly designed for server side coding only, and will be much
less efficient when it is applied on random network coding.
We propose a new on-the-fly verification scheme based on a
faster homomorphic hash function, and proved its security.

First, we build a random directed graph witli nodes,
where we select a random root no&fe We randomly select
the edges such that each node has at leastoming edges.
In this way, we can be sure that the min-cut frdinto any ~ we also consider the computation and communication cost
other node is at least. Furthermore, this is similar to bit- incurred during the content distribution process. We itgnt
torrent-like peer-to-peer networks, where each peer mado various sources of the cost, and investigate ways to eli@ina
selects a number of nodes as its upstream nodes. or reduce the cost. In particular, we propose a sparse varian
of the classical random linear network coding, where only
a small constant number of blocks are combined each time.

I{thermore, we discuss some possible enhancements under
. . certain conditions of the parameters, and ways to trade-off
have received data from all of their upstream nodes generate .

. L . . among different cost.
their own combinations and deliver them to their downstream
nodes. This process is repeated until no further delivery isExperiments are conducted to examine the efficiency of the
possible. proposed hash function, as well as the effectiveness of the
. . roposed sparse random linear network coding. The results
del';:rsrg?/r;e\,\i/feit(ie;(zrl?flfri]ceie;htio??;ae :li((:ji\{[idret::%r?s?ﬂctnt;q% afow that the new hash function is able to achieve reasonable
) . X ctthg sgeed, and the sparse variant performs just as well as the
inal data. The effectiveness of the coding scheme is medsur : . .

. rﬁmdom network coding using typical parameters.
by the percentage of receiving nodes that can successfully
reconstruct the data at the end of the experiments. Acknowledgement:the work of John C.S. Lui was supported
in part by the RGC Project 415309.

Next, we assume thaf? has n blocks of data to be
distributed to all other nodes in the network. The distiiut u
is done one step at a time. In each step, for all the nodes tﬁ?

In our experiments, we choose = 120, and varyk and
N to examine the reconstruction probability. We chogse
251, which is relatively small. Generally speaking, a larger
would give larger reconstruction probability. However,ves
can see later, such smallalready yields high reconstruction [1j s Acedanski, S. Deb, M. Medard, and R. Koetter, “How gidndom
probabilities. Furthermore, we choose= 2, which means linear coding based distributed networked storage,Warkshop on
we only need to compute the combination of two randomli2 Network Coding, Theory and Applicatiritaly, April 2005.

[3
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