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Abstract

In this paper, we consider problems of constructing a communication subgraph and deriv-
ing an optimal synchronization interval for a distributed virtual environment system (DVE). In
general, a DVE system is a distributed system which allows many clients who are located in
different parts of the network to concurrently explore and interact with each other under a high
resolution, 3-dimensional, graphical virtual environment. Each client in a DVE system is rep-
resented by an avatar in the virtual environment, and each avatar can move and interact freely
in the virtual environment. There are many challenging issues in designing a cost-effective
DVE system. In this work, we address two important design issues, namely, (a) how to con-
struct a communication subgraph which can efficiently carry traffic generated by all clients in
a DVE system and, (b) how to guarantee that each participating client has the same consistent
view of the virtual world. In other words, if there is an action taken by an avatar or if there is
any change in the state of an object in the virtual world, every participating client will be able
to view the change. To provide this consistent view, a DVE system needs to perform synchro-
nization actions periodically. We present several algorithms for constructing a communication
subgraph. In the subgraph construction, we try to reduce the consumption of network band-
width resources or reduce the maximum delay between any two clients in a DVE system. Based
on a given communication subgraph, we then derive the optimal synchronization interval so
as to guarantee the view consistency among all participating clients. The derivation of the
optimal synchronization interval is based on the theory of Markov chains and the fundamental
matrix.

Keywords: distributed virtual environment, optimal synchronization interval, Markov chains, fun-
damental matrix.
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1 Introduction

Recent advances in computer graphics, multimedia systems, parallel/distributed systems and high
speed networking technologies enable computer scientists and engineers to build distributed vir-
tual environment (DVE) systems. A DVE is a distributed system that allows many clients who
are located in different parts of the network to concurrently explore and interact with each other
under a high-resolution, 3-dimensional, graphical virtual environment (or virtual world). Clients
who are exploring the virtual environment can (1) extract relevant information about the virtual
environment (e.g., by sending database queries to the DVE system and inquiring about the state of
any object in the virtual environment), and (2) communicate in real time with other clients who are
also exploring the same virtual environment. Like any computer technology, DVE will change the

way people work, interact, and share information.

To see how this may affect daily life and business operation, let us consider the following sce-
nario. A group of people, who are located in different parts of the world, need to hold a business
meeting to discuss the design and finance issues of a new high-rise office complex. Instead of
requiring that all these people meet in a particular place, the meeting will be held under a DVE
system. Under this DVE system, those participating in the meeting can interact in a virtual world
of the new high-rise office complex that they are proposing to build. In this virtual environment,
each participant of the meeting is represented by a 3D object, which is known as an avatar. These
avatars can walk around in this virtual office building, and in the process, rearrange any 3D object
(e.g., rearranging furniture and paintings, or selecting different kinds of wallpaper) in the virtual
environment. Any change to a 3D object in this virtual environment will be visible to all partici-
pants. Also, participants will be able to interact with each other in real time, and they will be able
to inquire and receive relevant information about the virtual world that they are exploring.

To design a cost-effective, scalable DVE system, many research issues need to be addressed.

For example:

e Designing an efficient backend database engine which can provide high throughput and low
response time for any relational, spatial, and temporal query submitted by a client, who wants

to know some relevant information about the virtual environment that he/she is exploring.

e Designing an efficient communication protocol which has low network bandwidth consump-



tion and low communication delay for all users in a DVE system.

e Ensuring that each user has a consistent view of the virtual world. In other words, if there is
an action taken by any user in the virtual world or if the state of any object in the virtual world
is changed, every participating client should be able to view the change either immediately,
or with a small and acceptable delay. In order to provide this consistent view, a DVE system

needs to periodically perform some form of synchronization action.

The first of these research issues (the design of a backend database engine which can efficiently
process relational, spatial, and temporal queries submitted by users) was presented in [5]. The au-
thors demonstrated a prototype system known as VINCENT, which can support various database
queries for DVE applications. For the second research issue, one can utilize some of the recent
work on Internet real time protocols, such as the RSVP[15] and RTP[11], to design a commu-
nication protocol for a DVE system that allocates an appropriate amount of network resources
for realtime communication. In this paper, we address the third research issue, that is, deriving
the optimal synchronization interval so that every client will have a consistent view of the virtual
world. Our work is divided into two parts. In the first part, three algorithms are presented for
constructing a communication subgraph between all clients in a DVE system. Depending on the
network environment as well as the degree of dynamics of the user’s membership, we can con-
struct a communication subgraph which has low network bandwidth resource consumption, or a
communication subgraph that has a minimum maximal delay between any two clients in a DVE
system. In the second part of this paper, we derive the optimal synchronization interval based on
the communication subgraph which we constructed. We present the mathematical model and il-
lustrate how we can derive the optimal synchronization interval using the theory of Markov chains
and properties of the fundamental matrix[2, 8].

We start with a brief review of the published literature on DVE systems. In [14], the authors
describe many interesting DVE applications, including a prototype system called the Diamond
Park, which is a scalable DVE system for a large networking environment. In [10], the authors de-
scribe some possible architectures for DVE systems, as well as certain techniques used to reduce
the amount of traffic sent across the network, such as the dead-reckoning and the area-of-interest
(AQI) approaches. In [3, 7], the authors illustrate how to design and implement a storage server for
different classes of multimedia applications such as video-on-demand and virtual walk-through.
This storage server can be used as a basic building block of the DVE applications that we men-
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tioned. One example of the virtual world in [13] is a model of the city of Los Angeles, where
clients can freely traverse from one location to another location. One limitation of this system,
however, is that it only allows one user in its virtual environment at any one time (although dif-
ferent users may explore the same virtual world but under different sessions). Issues of designing
a backend database for a DVE system are described in [5], where a backend database engine and
query processing techniques are proposed so as to support spatial and relational queries submitted
by clients who are exploring the virtual world. In [6], the authors describe and solve the workload

partitioning and processor assignment problems for a large scale DVE system.

The outline of the paper is as follows. In Section 2, we present the system model of a DVE
system, as well as some synchronization techniques to reduce the synchronization update overhead.
In Section 3, we present three algorithms for constructing a communication subgraph for a DVE
system. In Section 4, we present our synchronization model and derive the optimal synchronization
interval. Experiments are carried out in Section 5 to illustrate the network bandwidth consumption,
reduction of transmission delay and the cost of synchronization. Finally, conclusions are given in

Section 6.

2 System Model

In this section, we describe the model of a DVE system. Specifically, we formulate the problem of
finding a communication subgraph for all participating clients in a DVE system. We also describe
various synchronization techniques as well as some approaches to reduce the amount of commu-
nication traffic for object synchronization. In Appendix I, we list the common notation we use in

this paper.

Since a DVE system can be deployed in a LAN, a private network or in a WAN environment
(such as the Internet), we use graph theory notation to describe the underlying general network
setting. The network is represented by a connected graph G = (V, E'), where V' denotes the set
of nodes of the network. Assume that |V| = n such that V' = {vy,vs,...,v,}, Where v; is a
router or an individual computer that participates in the same DVE session. Letting V be the set
of computers that participate in a DVE session, we have Y C V and |[V| = m < n. Let F be the
set of edges in the graph G. An edge e; ; € E is a communication link between v;,v; € V. For

each communication link e; ;, there is an associated upper bound on transmission delay, which is



denoted by d(e; ;) > 0. One special case occurs when all nodes in V' are participating computers
in the same LAN. In this case, the graph G is a fully connected graph with n « (n — 1) edges, and

all these edges have the same upper bound on transmission delay.

Assume that at time ¢, there are £ (where & < m) clients who are exploring the same virtual
environment. Let C(t) C V denote the set of these participating DVE clients at time ¢. It is im-
portant to point out that the system model allows a DVE system to have the dynamic membership
property, that is, the number of participating clients in the same virtual environment can change at
any time (e.g., clients can join or leave the virtual world session at any time). Note that this model
allows us to present DVE applications which have the inherent dynamic membership characteris-
tic. For example, clients may want to login to a virtual world session and participate in Internet
shopping and then leave the session after the transaction is finished. For other DVE applications,

membership can be static, for example, the business meeting describe in Section 1.

Given a graph G = (V, E), we need to derive a communication subgraph G'(¢). In general, a
communication subgraph G'(t) = (C(t), E') is a connected graph where C(¢) C Vand E' C E.
All data and control message will be carried on this communication subgraph. Therefore, a given
subgraph G'(t) dictates the network bandwidth consumption, as well as the delay between any pair
of participating clients. Note that, in general, there can be a large number of possible subgraphs
G'(t). Depending on whether a DVE application is operated on a LAN or on a WAN environment
and whether a DVE application has the dynamic membership property, we may want to construct
a communication subgraph so as to reduce the total network bandwidth consumption or to reduce
the maximum delay between any two clients. In Section 3, we propose some approaches for
constructing such a communication subgraph G'(t) based on the underlying network (LAN or

WAN) as well as the dynamic membership characteristics of a DVE application.

Let G'(t) = {C(t), E'} denote a derived communication subgraph(details of the subgraph
construction will be presented in Section 3). Let let p; ; be a loop-free shortest path between node
v; and v; where v;, v; € C(t), and d(p;, ;) be the transmission delay for the path p; ;. In other words,
if pi; = (€is apy -, 1), then d(pij) = d(ein) + d(eap) + - - -+ d(er;). LEUing dynaz (G (2)) be

the maximum delay for the subgraph G’ (), we have
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Once a communication subgraph G' (¢) is given, the maximum delay d,,..(G'(t)) between any
two clients can be determined by Equation (1). Given the communication subgraph G’ (t), we can

address the issue of how to maintain a consistent view for every client in the virtual world.

In general, a virtual world is populated by many objects. For example, a piece of furniture
in a virtual environment is one kind of object. An avatar, which is a representation of a client in
the virtual environment, is another type of object. Each object has a set of attributes, and each
attribute has a set of values. One possible attribute is the object’s coordinates in the virtual world.
Another possible attribute is the directional velocity of a moving object. The state of an object at
time ¢ is defined by values of the object’s attributes at time ¢. In general, objects in a virtual world
can be classified into two categories, static and dynamic. The values of the attributes of a static
object are fixed and do not vary in time. For example, a mountain has its fixed coordinates in the
virtual world. The values of the attributes of a dynamic object can be time varying. For instance, a
dynamic object like an avatar may traverse from one region to another region in the virtual world,
and therefore its coordinates change accordingly. For a given object o;, let S,, = {s;,s2,...,}

be the set representing all possible states of object o; in a DVE system.

Since all clients who are exploring a virtual world should share the same view, it is important
that they should have a consistent view of all objects in the virtual world. For example, if a client
C4 views an object o; which is in state s} (e.g., the coordinates of o; are [z, y, z]), then another
client C'z should also view object o; in state s;. (e.g, object o; should be at the same coordinates
[z,y, z] when seen by Cg). To visualize a dynamic object, let s,,(¢) be the state of object o, at
time ¢. If client ¢ wants to view the dynamic object o;, then the computer at which client ¢ resides
has to render a sequence of state changes of object o;, starting at the same time ¢. To maintain a
consistent view for all clients in a virtual world, this implies that every computer at which clients
reside needs to render the same sequence of state changes, starting from the same time ¢. Note
that, in general, an absolutely consistent view of a dynamic object may not be possible due to the

following reasons:

e Different computers may render the sequence of state changes at different rates. This is due
to the fact that different computers may have different workloads and/or different processing

power.

e Not all clients can start the rendering of state sequences at the same time. This may be



due to the variation of network delay in delivering the "start-rendering” message to all
clients. The purpose of the start-rendering message is that upon receiving this message,

each participating client should update the state of the corresponding object.
Let us now give the definition of object synchronization and phase difference.

Definition 1 Let ¢/ (¢) be the state of object o; that client C; is viewing at time ¢. If ¢, (t) = sk
and ¢ (t+7) = sk, then we say that the phase difference between client C; and client C,,,, denoted
by (1, m), is 7.

For example, assume that the set of all possible states of object o; is S,, = {s;.,5s2,...,5, } and
the rendering of a sequence of state changes of object o; is Seq = {s;, s3 , s> ,s7.,s5.}. If client
C, starts the rendering sequence at time 0 and client C,,, starts the same rendering sequence at time
3, then the phase difference ®(1, m) = 3. The object synchronization procedure in a DVE system
is a process to guarantee that the absolute value of the phase difference between any clients and

any object in a virtual world is less than or equal to a pre-defined system threshold ®.

Some of the approaches to maintain object synchronization are:

e Aggressive Object Synchronization Technique (AOS):
Under the AOS approach, each object o; is assigned to a master process P,, in a DVE sys-
tem. For every period with length d¢, the process P,, will broadcast the state of the object o;
to all participating clients in a DVE system. Upon receiving the state information of object
o;, every client will render the state of o;. Figure 1 illustrates the AOS technique wherein
the master process P,, sends the start-rendering message to all participating clients, then
periodically sends a synchronization-message to all participating clients. A major disad-
vantage of this approach is that there is the resulting high volume of synchronization message
traffic, and this leads to a scalability problem in a DVE system. Note that even though the
process P,, broadcasts a synchronization message every ¢ time units, the synchronization
can still be off by d,,.(G’(t)) time units due to the network delay of transmitting the syn-

chronization message.

e Dead Reckoning Synchronization Technique (DRS):
In the AOS technique, extremely high network bandwidth will be consumed by sending the
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Figure 1: Aggressive Object Synchronization (AOS) Technique with d,,,,..(G") being the maximum
network delay

synchronization-message. However, it is important to observe that in most cases, the state
of an object at the current time step is very similar to the state of the object in the previous
time step. Therefore, it is not necessary for the process P, to send a synchronization mes-
sage every 4t time units. Consider the following example: if a ball in the virtual environment
is undergoing a free fall from a 1,000 foot tall building and if the initial position of the ball is
known to all clients, then every participating client should be able to calculate the trajectory
of this ball and render the corresponding sequence of state changes. That is, each participat-
ing machine renders the object’s coordinates for every time step — and updates the object’s
state in its local machine. This is the main principle behind the dead-reckoning synchroniza-
tion (DRS) technique [12]. Under the DRS technique, the initial state as well as the equation
governing the trajectory of the object are available to all participating clients. Each of the
participating client’s machine performs the local computation and updates its local display.
The DRS technique is illustrated in Figure 2, where the start-rendering message encodes
the object’s initial position and directional velocity.

T

Master P 9—0—0—0—0—0—0—0—0—0
u

) .
start-rendering —»y
1

| }
participatingl o—90 0 0 o o o o o
site

Synchronization interval T

Figure 2: Dead Reckoning Synchronization Technique for which only the start-rending message
IS sent



e Dead Reckoning with Periodic Synchronization Message (DRPS):
Note that even if the DRS technique is used, it is still necessary for the master process P,, of
object o; to send a synchronization message from time to time. This situation occurs if there
is an external event that will affect the trajectory of the object o,;. For example, a participating
client catches the free-falling ball before it reaches the floor. Another reason for sending a
synchronization message periodically is the fluctuation of workload at participating comput-
ers. Some computers may not be able to render the next state of the object on time, and if this
is not adjusted, it will create a view inconsistency problem in the long run. Therefore, the
DRPS technique employs the dead-reckoning synchronization technique and every synchro-
nization intervals with length n7, a "synchronization-message” is sent. Upon receiving
the synchronization message, each computer will immediately update the state of the object
(or, in effect, reset the phase difference to zero). The DRPS technique is depicted in Figure
3 (With dpax (G'(t)) being the maximum network delay). Note that, in general, the larger the

dmad G’ (1))
T .
ot
Master Py -9—0—@ e o o o o
.
start-rendering l. synchronization-message
| ]
participating $ o @ *—o o—o o
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Figure 3: Dead Reckoning Synchronization Technique with Synchronization Message

value of the synchronization interval (e.g., n7), the larger the degree of the phase difference
between any two clients. Thus for large enough n the view consistency between these two
clients may become unacceptable. On the other hand, if the synchronization message is sent
too often (equivalently, the value of the synchronization interval is too small), a DVE sys-
tem needs to send many synchronization messages to all participating clients and therefore
consumes more network bandwidth. In Section 4, we illustrate how to derive an optimal

synchronization interval.



3 Construction of communication subgraph

In this section, we first describe various issues which affect design choices of communication
subgraphs. Depending on the performance criteria, we present several algorithms for constructing
a communication subgraph. Based on the derived communication subgraph, we can obtain the
maximum end-to-end delay between any two clients in a DVE system. We then use this maximum

end-to-end delay as an input parameter for maintaining object synchronization.

As we have discussed in Section 2, the underlying network is represented by a connected
graph G = (V, E). Given the current client set C(t), we need to find a connected subgraph
G'(t) = (V',E")such that C'(t) C V' C V and E' C E where V' is a set that contains the current

client set, and possibly any node (or router) in the graph G that makes the subgraph connected.

Since there are many possible communication subgraphs G'(¢), we may want to optimize the

subgraph construction based on one of the following metrics:

e minimize the maximum end-to-end delay between any two clients in C(¢), or

e minimize the total bandwidth consumption of the communication subgraph by minimizing
the total edge cost of the subgraph where the edge cost represents the propagation delay of

the corresponding edge.

The first metric ensures that there is a high degree of object synchronization in a DVE system. As
described in the previous section, absolute object synchronization may not be possible due to the
non-negligible network delay of sending the "start-rendering” message. Therefore, reducing the
maximum end-to-end delay between any two clients implies reducing the phase difference of any
object in a DVE system. The second metric ensures that the number of packets in transit across
the communication links (or edges) is minimized and therefore reduces the network bandwidth
resource consumption. Note that reducing the number of edges in the graph G may not reduce the
average number of transit messages because some edges may have a longer propagation delay than
another edge. Formally, minimizing the maximum end-to-end delay requires finding a connected
subgraph G*(t) such that:

mae(G"(0) = it {w,i??éia{d(p”)}} X
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where d(p; ;) is the delay in the communication path between client v; and client v;, for i # j.
For the second criteria of subgraph construction, let N¢: () (7) denote the total number of synchro-
nization messages in transit across edges at time 7 for the communication subgraph G'(¢). In this
work, finding a subgraph that minimizes the network bandwidth consumption refers to finding a

connected subgraph G*(¢) such that :

i =0 Nerw(@) { i Ja=o Ner (90)}

T—00 T Gl(t) T—00 T

(3)

where the limit of the above expression represents the average number of total synchronization
messages which are in transit across some communication edges in the corresponding subgraph
G'(1).

In this paper, we consider two factors that may affect the design metrics of the communica-
tion subgraph: 1) the underlying networking environment, and 2) the type of membership of DVE
clients. We classify the underlying networking environment into two major classes: LAN and
WAN environments. Under a LAN environment, the transmission bandwidth is high and the data
transmission is usually reliable and has a small propagation delay. For a DVE system to operate in
a LAN environment, the number of participants is usually small. Thus, it is possible to use a cen-
tralized algorithm to construct a communication subgraph so as to minimize the maximum delay
or to minimize the bandwidth consumption. On the other hand, a WAN is a large networking envi-
ronment which consists of many routers and sub-networks. The communication delay between any
two clients is non-negligible. The transmission bandwidth of a WAN environment, as compared
to the transmission bandwidth of a LAN environment, is usually scarce and expensive. Moreover,
the number of DVE clients in a WAN environment can range from tens to thousands. Due to the
size of the network and the number of possible participating DVE clients, we need a distributed

algorithm for the construction of a communication subgraph.

Another factor that influences design choices of communication subgraphs is the type of mem-
bership. As discussed in Section 2, we classify the membership of DVE clients into two types,
static membership and dynamic membership. Under static membership, a DVE system can con-
struct a communication subgraph before admitting all participating clients. At the end of the DVE
session, all resources allocated for a communication subgraph can be deallocated. For dynamic
membership, a communication subgraph is created at the beginning of a DVE session. Whenever

a client joins or leaves the virtual environment session, a DVE system may have to re-construct a
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new communication subgraph. Usually, this construction can be based on the previous subgraph,

so that the subgraph construction can be accomplished in a short period of time.

Consideration the above factors for the construction of a communication subgraph, we discuss
three subgraph construction algorithms. They are: 1) the minimum diameter subgraph (MDS), 2)
the core-based tree (CBT), and 3) the spanning tree (ST).

Minimum diameter subgraph (MDS):

A minimum diameter subgraph (MDS) is a natural choice when we want to construct a multicast
communication subgraph, since an MDS provides a guarantee on the delay bound between any
two nodes. An MDS ensures that, for every pair of nodes, there exists a path between these two
nodes which has a length that is less than or equal to the diameter of the graph. In the context
of our DVE application, the diameter corresponds to the maximum delay between any pair of
clients. Since every DVE client can be both a sender and a receiver of synchronization messages,
as a consequence, the diameter provides a delay bound for all possible synchronization message
transmissions. Formally, the diameter of a graph G = (V, E) is

diameter(G) = Ugl}?écv d(Pu; ;)
where p,, ,; is a shortest path between v; and v; and d(p,, ;) is the delay associated with this path.
Therefore, to obtain the diameter of a graph, we have to consider all pairs’ shortest paths of a graph
and then take the maximum value. One way to find an MDS of a connected graph G = (V, E)
is to consider a subset of edges E' C F that forms a connected subgraph G’ = (V', E'), where
C(t) C V" and the diameter of G’ is equal to the diameter of G. It is important to note that, given
the diameter of a graph G, the derived MDS G’ may not necessarily be unique.

Aside from finding an MDS of a connected graph G, one interesting question is whether we can
find an MDS which also has minimal total edge cost (i.e., find an MDS which is also a minimum
spanning tree of the graph ) so as to minimize the network bandwidth consumption. To answer
this question, we have the following theorem:

Theorem 1 Let G = (V, E) be a connected graph, and for each edge e € E let d(e) € R be the
edge cost. The problem of finding a spanning subgraph G’ = (V, E’) for the graph G such that
diameter(G’) = diameter(G) and the sum of the cost of all edges in E’ does not exceed a real
number L is NP-complete.
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Proof: Please refer to [9]. |

Because the problem is NP-complete, we relax the constraint of minimizing the total edges
cost, in order to find a minimum diameter subgraph (MDS) in polynomial time. In general, to find
an MDS of a graph G, we perform the following steps:

1. Find all shortest paths between all pairs of vertices in C(¢).

2. Take the union of all nodes and edges from these shortest paths and form a new node set V'

and new edge set E'.

3. For the new node set V' and edge set E’, we form the minimum diameter subgraph G' =
(V' E").

The above steps give a general idea of the construction of an MDS from a given connected
graph G. Note that for a DVE application, the set of participating clients C'(¢) may not be equal
to V, the set of nodes in the network. Therefore, we want to construct a subgraph G’ = (V', E')

which satisfies the following:

1. C(t) C V'and V' C V. The first condition ensures that all participating clients are included
in the communication subgraph. The second condition ensures that some nodes, although
they are not participating clients, may be included in the subgraph so as to provide the

connectivity.

2. To constructa minimum diameter subgraph, we have to ensure that diameter(G’) = diameter(G).
Therefore, to derive G’, we want to minimize the largest delay among all shortest paths be-

tween any two clients, that is,

. !
min{, max ) 4Poo )}

where p;i,vj is a shortest path between client v; and client v; with respect to the subgraph G'.

The algorithm for finding an MDS is given below.
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1 V'«

2 E <+

3  for each pair of clients v;, v; € C(t) do

4 find a shortest path p,, , between v; and v

5 where p;wj is a set of edges that constitutes the shortest path;
6 for each edge e, € p,, ,. do

7 E'+ E'U{es}

8 Let v,; and v,o be two vertices that are the endpoints of the edge e,
9 Vi<~ V'u {Usl} U {USQ}

10 end for

11 end for

12 The MDSisG' = (V', E')

Theorem 2 The MDS algorithm given above guarantees that G’ is a minimum diameter subgraph.

Proof: Let us prove the above claim by contradiction. Assume that the constructed subgraph
G’ based on the above algorithm is not a minimum diameter subgraph and there exists another

connected graph G"” which has a smaller diameter. Let p;i’vj be the longest shortest path between

node v; and node v; in the connected graph G', in other words, diameter(G’) = d(pj, ,,). We also
let p,, . be a shortest path between node v; and v; in graph G”. Since p,,, ,. may not be the longest

shortest path in G”, we have d(p,, ) < diameter(G"). Because we assume that G is not an MDS,

we have the following inequality:

d(p,, ,,) < diameter(G") < diameter(G') = d(p,, ).
However, based on the proposed algorithm, the path p;l,,,,j Is guaranteed to be the shortest path
between node v; and v; in graph G (e.g., line 4 and line 5 ensure this condition). Consequently,
it is not possible to find another path p;i,vj which has a lower value than p;i,vj and therefore a

contradiction occurs. ]

One important point about the proposed algorithm is that the total edge cost of the derived
communication subgraph G’ may be high. As stated above, to minimize the total edge cost in G’

is an NP-complete problem. However, we can try to reduce the total edge cost of the connected
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graph G’ by the following heuristic. Try to delete some edges from G’ such that, for each edge
deletion, the diameter of G’ remains unchanged and the resulting graph is still connected. If the
removal of edge e will cause the diameter of G’ to increase, we do not remove this edge. We can
apply this heuristic a finite number of times, e.g., try to remove a finite number of edges from G’
so as to have a communication subgraph that has a minimum diameter and, at the same time, a

reasonable total edge cost.

Figure 4 shows an example of finding a minimum diameter subgraph. Figure 4(a) is a graph G
that represents a model of a network in which all nodes are participating nodes. Figure 4(b) is an
MDS G’ corresponding to the connected graph G in (a). It is worthwhile to mention that the MDS

may contain cycles, and usually the total cost of edges is larger than the total cost of edges in the

OWN O,

2
2
OO

(b)

corresponding minimum spanning tree.

Figure 4: An MDS example: (a) the original graph G, (b) the corresponding MDS G’

Core-based Tree (CBT):

The core-based tree (CBT) was proposed in [1] and is intended to provide a general framework for
subgraph construction in a large scale network where clients are located in different parts of the
Internet. The key features of CBT are: 1) there is a designated node called the core; 2) the path
between any node to the core node must be a shortest path; 3) the routing policy for each node
(or router) is efficient and easy to implement (e.g., based on the current Internet routing protocol);
4) the core-based tree is constructed in an incremental manner, such that any change to the client
membership imposes only small changes on the communication subgraph. However, it is important
to point out that the CBT does not guarantee a minimum diameter spanning tree. It only guarantees

that the path between any node and the core is the shortest.

A CBT is constructed in a distributed, incremental manner. The construction procedure of CBT
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is as follows: initially, a core is chosen from the set of participating clients, either manually or via
a bootstrap mechanism as discussed in [1]. The core node is the only node of the communication
subgraph at this stage. Then, each participating client will send a JO N_REQUEST message to
the core (the IP address of the core node is advertised and is well-known). This join message is
sent through a shortest path from the participating client’s node to the destination core, which can
accomplished via the existing Internet routing protocol. Along this shortest path, the join message
may reach a node which is either part of the current communication subgraph (e.g., a node which
has already joined the CBT) or a node that is not part of the tree. If the join message reaches a
node which is a part of the multicast tree, the forwarding process will stop and the incoming link
will be added to the forwarding cache of the visit node. In this case, the visit node will send an
acknowledgment message (JO N_ACK) back to the participating client’s node via the incoming
interface. On the other hand, if the join message reaches a node which is not part of the multicast
tree, the visit node will redirect the message to the next hop along the shortest path toward the core
node and will cache the incoming interface and the incoming node in temporary storage. After
that, the visit node waits for an acknowledgment message. Once an acknowledgment is received,
the node adds the incoming interface to the forwarding cache and redirects the acknowledgment
to all nodes listed in temporary storage. Also, it sets the node which sent the acknowledgment to
be its parent node. Using this scheme, each participating client can reach the core node using the

shortest path.

Once the CBT is formed, multicast service can begin. When a client sends a multicast message,
it first reads the contents its forwarding cache, which is a list of its neighbor nodes in the CBT.
Therefore, to multicast a message, a client can simply send the message to all nodes listed in its
forwarding cache. When a node receives a message, it forwards the message to all the outgoing
interfaces listed in the forwarding cache, excluding the incoming interface from which the message

came. In this way, the message can reach every leaf node of the entire multicast tree.

The algorithm of CBT construction for our DVE application is given below. Initially, the CBT
consists of one core node only, and we assume that this core is one of the clients v, € C(t). The
initial CBT is G' = (V', E'), where V' = {v.} and E’ = (). Temporary storage is associated
with each node v, and we denote it by tmp,. The temporary storage of each node is empty at the
beginning of the CBT construction procedure, i.e. tmp, = (), Vv € V'. A client v who wants

to join a DVE can send a JO N_.REQUEST message to the adjacent node »" which is along the
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Figure 5: An example of CBT construction

shortest path from v to the core node v.. When node ' receives a JO N_.REQUEST from node v,

the following procedure will be executed:

if o' € V' then
add v to the forwarding cache;
reply with a JO N_LACK message to v;
else
tmp, « tmp,y U {v};
send a JO N.REQUEST message to the first node which is
along the shortest path from v’ to the core v,;

When node v receives a JO N_ACK message from node v, the following procedure will be exe-

cuted:

V'« V'U{v};

E' < E' U {e}, where ¢ is the edge connecting v and v';

add v’ to the forwarding cache in v;

set v’ to be the parent of v;

reply with a JO N_ACK to all the neighboring nodes u € tmp,;
clear the temporary storage tmp,;

An example of the CBT construction is depicted in Figure 5. Figure 5(a) shows a network
topology of one core node C' and four additional nodes R, Ry, R3 and R,. The number associated
with each edge is the cost (i.e., propagation delay) of the edge. The shaded nodes and the edges
with dotted lines are part of the multicast tree. In this example, node R3 wants to join the CBT, and

afterward node R; wants to join the CBT. Initially, core node C' is the only node of the CBT. First,
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node R3 sendsa JO N.REQUEST message toward the core, as shown by the arrows in Figure 5(a).
Intermediate node R, receives the request message and processes it. Since R, is not part of the
multicast tree, it stores R3 on its forwarding cache, and then R, sends a request message toward
C. Core node C replies to R, with an acknowledgment and in turn R, sends an acknowledgment
to R5. Because of the acknowledgment, C'is added to the forwarding cache of R, and C' is marked
as the parent of R,. Similarly, R, is added to the forwarding cache of R3 and R, is marked as
the parent of R3. On completion of the above process, the forwarding caches of R,, R3 and C'
are: {R3,C}, {Ry} and {R,} respectively. Also, R, and R; are now part of the multicast tree as
depicted in Figure 5 (b). Now, consider the case for which node R, wants to join the multicast tree.
It sends a join request message to R,. Since R, is already part of the multicast tree, R, replies to
R, directly and adds R, in its forwarding cache. Node R, adds R, into its forwarding cache after

receiving the acknowledgment from R,, and marks R as its parent.

Spanning Tree (ST):

Consider the following problem: let G = (V, E)) be a graph where each edge e € E is associated
with an edge cost d(e). There is a subset of vertices C(t), which is the set of DVE clients. Find a
subtree G' of G that includes all the vertices in C(t) such that the sum of all edge costs in the G’ is

less than or equal to L.

The motivation for finding the above subgraph is to guarantee that the total edge cost is less
than or equal to L, in order to provide an upper bound on the network bandwidth consumption.
This problem is the Steiner tree problem, which is known to be NP-complete[4]. Therefore, we

propose to find an ST communication subgraph based on the following procedure:

e First, find a minimum spanning tree of the given graph G' by some well known algorithm
(e.g., Kruskal’s algorithm or Prim’s algorithm), the resulting tree being denoted by G' =
(V,E").

e Foreverynodev € V withv ¢ C(t), check whether removing v and its associated edges will
partition G’ such that clients in C'(¢) are in different partitions. If this does not occur, then
remove v and its associated edges and consider the subgraph that contains C(¢). Otherwise,

the node » should not be removed.

e The resulting subgraph is the communication subgraph G’.
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Note that the subgraph G’ generated by the above algorithm is also a tree. However, it does not
guarantee the total edge cost to be minimum, since only a subset of nodes (e.g., the participating

clients) are included in the subgraph.

In summary, the advantage of the MDS subgraph is that it can guarantee a low delay bound
between any client in a DVE system. The CBT subgraph can be deployed in a wide area network
such as the Internet, because it uses the existing Internet routing protocol. The ST subgraph can
guarantee a low bandwidth consumption when sending synchronization messages between clients.
The disadvantage of the MDS subgraph is that whenever a client joins or leaves the virtual world
session, the DVE system may incur the overhead of constructing another MDS subgraph (more
generally, the MDS construction procedure may be invoked after some fixed number of clients join
or leave the system). The CBT, on the other hand, may not have a good transmission delay bound
between two clients. Lastly, the ST subgraph may have a high client-to-client delay, and it will have

some computational overhead to accommaodate clients with dynamic membership characteristics.

4 Optimal Synchronization I nterval

In this section we describe synchronization issues and present the derivation of the optimal syn-
chronization interval. Without loss of generality, this is derived for one object, but the concept
can be easily extended to multiple objects in a virtual environment. Consider a particular dynamic
object o; in a virtual environment, and let S,, be the set representing all possible states of object
o;. This dynamic object is associated with a master process P,, in a DVE system. For exam-
ple, P, may be a process running on one of the DVE servers or on one of the client’s machines.
To instantiate or enable the animation of object o;, the master process P,, needs to perform the

following:
1. Send the dead-reckoning information about object o, to all participating clients who want to
View o;.
2. Send the "start-rendering” message to all participating clients.

3. Assume that we use the DRPS synchronization technique with 7 the basic period of state
update. For every period nr, the process P,, should send a "synchronization-message” to
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all clients who are viewing o;. The synchronization message has to carry the object ID of
o;, the current state of o;, and if necessary, the new dead-reckoning information of object o;

(e.g., the new directional velocity so that object o; can have a new trajectory).

For those clients who want to visualize the dynamics of object o;, the rendering of o; begins
when they receive the "start-rendering” message. Since the trajectory of o; can be computed
based on the received dead-reckoning information in step 1, each client can independently begin
the rendering process. That is, for every time step 7, each machine will update the state of the
object o;. When a client receives a "synchronization-message”, if the state of the object o; in
the client’s machine is equivalent to the state of o; encoded in the synchronization message, then
no adjustment is necessary and the client can continue to render the object o; based on its current
state. On the other hand, if the state of the object o; in the client’s machine is different from the
state of o; encoded in the synchronization message, then the current state of o; is changed to the
new state according to the information encoded in the synchronization message. Again, based on
the dead-reckoning information embedded in the synchronization-message, each viewing client
can compute the new trajectory of object o; independently.

In Section 3, we presented several algorithms to construct a communication subgraph. Assume
that we use one of the proposed methods and the resulting communication subgraph G’. We can
use Equation (1) to find the maximum communication delay d,,..(G") between any two clients.
Assume that there is a state update for every time step 7 and 7 is equal t0 d.,..(G"). Therefore, if

an object o; has the sequence of state changes
Sp, = S = Sh Sy ...

for every time step 7, then a client who is viewing object o; should render the state sequence of
object o; such that:

Co; (dmaw) = Sii; Coi(2dma:c) = Sgi; Co; (Sdmaw) = Sii; Co; (4dma;c) = Sii; s

where ¢,,(t) denotes the state of object o; at time ¢ in the client’s machine. Of course, if every
client can render the state of object o; exactly for every time step 7, then the phase difference (see
Definition 1) of object o; between any clients is equal to zero. However, the phase difference of
object o; between any two clients usually has a non-zero value. This can be explained by the fact
that (1) the start-rendering operation may not arrive to different clients at the same time due to
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the network delay, or (2) the workloads at different clients’ machines are not the same, causing
some machines to miss the rendering operation at certain time steps. In this paper, we consider the

following synchronization problem:

Synchronization problem: Given the communication subgraph G* with maximum delay d,,q.(G"),
how often (e.g., in terms of number of time steps) should the master process P,, of object o, send
the synchronization-message such that the condition:

E[|®(Ca,Cp)] < @ (4)

can always be guaranteed ? In Equation (4), C'4 and Cp are the two clients that are “furthest
apart” in the communication subgraph G’ (e.g., the communication delay between C4 and Cp
iS s (G)), E[|®(C4,Cp)|] is the expected absolute phase difference between the two clients
C4 and Cp, and @ is a pre-defined system parameter of the maximum allowable phase difference
between any clients in a DVE system. Note that if Equation (4) holds, then the absolute phase
difference of object o, between any two clients C; and C; in a DVE system will be less than

®, since the communication delay between C; and C; is guaranteed to be less than or equal to

Aoz (G).

To answer the question of how often the master process P,, needs to send a synchronization-
message, we use a homogeneous discrete time Markov chain (DTMC) to represent the phase
difference of o; between clients C'4 and Cg. To completely describe the DTMC, we need to
specify the state space and the one-step transition probability matrix of the DTMC. In our model,
a state of this DTMC specifies the phase difference of object o; between clients C'4 and C'g. For
example, if object o; in C} is in state a and the object o; in Cp is in state b, then the state of the
DTMC (i.e., the phase difference between client C4 and C) is equal to (a — b). We also assume
that all participating clients need to update the state of object o; every At where At < 7. Since
the maximum propagation delay of the subgraph is d,,...(G"), we assume this DTMC will make
a state transition every time step of length d,,...(G"). Within a time step, each participating client

can make at most L = [%me=(%)7 state updates.

Formally, let M = {®(C,Cg)(n)|n > 0} be this DTMC where ®(C 4, Cg)(n) represents the
phase difference between C4 and C'p at time step n. The state space of M is{---,—-2,-1,0,1,2,---}.
For example, if ®(Cy4,Cg)(n) = 5, then client C4 is ahead of client Cz by 5 at time step n. Let
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P be the one-step transition probability matrix of M, where p, ; (i.e., the (4, j) entry of P) rep-
resents the transition probability from state ¢ to state j in M or p; ; = Prob[®(Cy4,Cg)(n + 1) =
Jj|®(Cy4,Cg)(n) = i]. Because both computing nodes of C'4 and C'z may update the state of the
object o; for every At, at the end of every state transition of this DTMC, each computing node can

/
dmaz (G

make at most L = [t 17 state updates where d,,,q(G') is the maximum network delay of the

communication subgraph G' .

The next issue is to derive expressions for the transition probabilities p; ; in P. Let p4 (pg) be
the probability that client C4 (Cz) misses a rendering operation of object o; in one time step® of
At. Ingeneral, p4 and pp are functions of the workload in C' 4 and C. Also, let p, 4 and p_;, be the
probability that the state of this DTMC increases or decreases by £ > 0 for each state transition.
We first derive the expression for py. The intuitive idea is to sum up probabilities of all possible
cases with L state updates which result in no change in ®(C 4, Cp). For example, we may have [
state updates that cause ®(C4, C'g) to increase by [ and, correspondingly, [ other state updates that
cause &(Cy, Cp) to decrease by [. The remaining L — 2I state updates will not cause ®(C 4, Cg)

to change. Based on this observation, we have:

NS

5]
_ L! l l L—2]
where ar = (1 — pa)pg is the probability that ®(C4, C}) increased by one (e.g, C 4 updates the
state change of o; while C'z misses the state update of o;), ag = p4(1 — pg) is the probability that
®(C 4, Cp) decreased by one and s = paps + (1 —pa)(1 —pg) is the probability that ®(C 4, Cp)

remains unchanged (e.g, C'4 and C'z are both able or both unable to update the state of o;).

Using a similar argument, the probabilities that the DTMC increases or decreases by £ > 0 for

each state transition are :

LL_—kJ - _
- L! I+k l L—-2]—k
- f <L
P = X | TrEmE —a o ep)(esT)) for0<ks (©)
LL;kJ [ L I+k l -k ]
- : + L—2l— <
D—k 2 _(l—l—k)!l!(L—?l—k)!(aB ) (o) (g ) for0 <k < L. (7)

' For example, if client C}, is viewing the object o; at time ¢ and if the client missed the rendering operation at time

step ¢, then sk (¢ +1) = sk (2).
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The complete specification of the one-step transition probability matrix P is:

po fori=j
B pyr forj=i-+k, for0<k <L ()
Pi.j p_r forj=1i—k, for0< k<L

0 otherwise

To illustrate, consider the example in Figure 6 which illustrates a DTMC for L. = 2 state updates
for each state transition in the Markov chain. Each state ¢ can make a transition back to state ¢
with probability po, or make transitions to state 7 + 1 and state ¢ + 2 with probability p.; and p.»

respectively.

Figure 6: The Markov Chain with L = 2

To answer how we can maintain the condition of Equation (4) (e.g., how often a "synchronization-
message” should be sent so that the expected value of the absolute phase difference between
clients C4 and Cp is less than or equal to @), we use the theory of the fundamental matrix [2, 8]
and analyze the underlying Markov chain M. Let state s; in M represent the value of the phase
difference 7. We aggregate (see [2]) all states s;, |¢| > ®, into one absorbing state (i.e., once the
Markov chain reaches that state, it stays in that state forever), and this yields a new Markov chain
M’ with 2® + 2 states. The state space of M’ is

{S—CIDa S—®+15--+9505---5,50-1, 8@} U {Sa}

where s, is the absorbing state. The one-step transition probability matrix of M’ is denoted by P’

. (Q]|cC
7= (65)

where Q is a sub-stochastic matrix describing the transition probabilities between the 2 + 1 states

and has the form:

correspond to phase difference values of 0,+1,+2,...,+®, C is a column vector representing
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the transition probabilities between the 2& + 1 transient states and the absorbing state, and 0 is a
row vector of 2® + 1 zeros. Note that all entries in Q and C can be derived from P, the one-step

transition probability matrix of M. Given Q, the fundamental matrix M is:
M= (I-Q) '=I1+Q+Q°+Q@ +---=) Q" ©)

The fundamental matrix M contains much useful information about the underlying DTMC. For
example, we can use M to compute the average number of time steps (or the average number of

transitions in the DTMC) so that the absolute value of the phase difference in M is greater than ®.

Theorem 3 Let X, ; (—® < ¢,j < @) be the random variable representing the number of time
steps at which the DTMC M’ visits state s; before entering the absorbing state, given that the
DTMC M’ started from state s;. We have

E[Xi,j] =M, for —® <1,57< d

where m; ; is the (¢, j) element of the fundamental matrix M.

Proof: Please refer to [2]. |
Remark: The above theorem implies that the entry m, ; of M represents the average number of
transitions (or average number of time steps) for the DTMC M’ to move to state s;, given that
the DTMC M’ starts from state s;, before entering the absorbing state s,. Since states s; and s,
represent the phase difference between C 4 and C'z for object o;, by calculating the value of m;
we know the mean number of transitions (or average time) from state s, to state s; before the phase

difference exceeds the maximum allowable phase difference of ®.

Corollary 1 Assume that the phase difference between client C4 and C' is initially zero. Let ¢*
be the number of time steps such that the expected value of the absolute phase difference between

C4 and Cp is greater than ®. Then ¢* is given by the expression:

t* = Z Mok (10)

k=—@
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Proof: We can show this by directly applying Theorem 3. Since the phase difference between
clients C4 and Cp is initially zero, the DTMC starts from state so. Given the fundamental matrix
M., the entry my; is the average number of time steps for the DTMC to move to state s, given
that the DTMC starts from state sg, before entering the absorbing state s,. Therefore, by summing

myy, for all possible states s; different from s,, we obtain ¢*. |

Corollary 2 To ensure that the expected value of the absolute phase difference between client C 4
and Cjp is less than or equal to @ for all time steps, the master process P,, of object o; needs to

send the "synchronization-message” every t* = S°¢__, mq; time steps.

Proof: This can be directly observed by applying Corollary 1. |
Remark: Note that once the "synchronization-message” is received by all clients, the phase
difference of object o; between any clients is reset to zero. Therefore, in order to maintain the phase
difference between any two clients to stay within ®, the master process P,, needs to periodically

broadcast the synchronization message with period t* = S"¢__, mg.

5 Experiments

In this section, we carry out experiments to illustrate the maximum delay, the bandwidth consump-
tion and the synchronization interval for different communication subgraphs which are generated
by the MDS, CBT and the ST subgraph algorithms.

In our experimental study, we generate two graphs, namely, G, and G5. Three parameters n, [
and m are used for graph generation, which represent the number of nodes, the number of edges
in the graph and the number of participating clients, respectively. For each edge e in the graph,
there is an associated delay d(e), which is generated uniformly between 1 and D,,,,, (the maximum
allowable delay in the graph). We use different values for these parameters to generate two graphs

GG, and G4, namely,

n m l Do
(total # of vertices) | (total # of clients) | (total # of edges) | (max. delay)
Gy 100 50 200 10
Go 200 100 400 10
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Given the graph G, or G4, we construct the corresponding communication subgraph G’ using
the MDS, the CBT and the ST algorithms. Figure 7 illustrates the corresponding subgraph diameter

as well as the total edge cost in the corresponding communication subgraphs. It is interesting to

| | diameter | total edge cost | | | diameter | total edge cost |
MDS 30 415 MDS 37 751
ST 73 354 ST 70 612
CBT 58 261 CBT 67 561
communication subgraph for G communication subgraph for G,

Figure 7: Communication subgraph diameter and total edge cost for (a) G; and (b) G»

point out that MDS guarantees a minimum diameter communication subgraph, while ST cannot

provide a subgraph with a minimum edge cost (as compared to CBT).

Given the communication subgraph G’, the next experiment illustrates the tradeoff between
bandwidth consumption and the synchronization interval. For this experiment, each client broad-
casts a synchronization message at every fixed interval to other clients in a DVE system. Each
client uses these synchronization control messages to maintain a consistent view of the virtual
world. When the synchronization message passes through a communication channel (e.g., rep-
resented by an edge in the communication subgraph), it spends a fixed time equal to the delay
of the channel. The network bandwidth consumption is computed based on Equation (3). Fig-
ure 8 and Figure 9 illustrate the bandwidth consumption for the graph G and G, respectively.
For each network topology, we construct various communication subgraphs G, and G, using the
MDS, CBT and ST algorithms. We can observe that the shorter the synchronization interval, the
higher the value of the network bandwidth consumption. Another important observation is that
the bandwidth consumption of the MDS subgraph is less than the bandwidth consumption of the
CBT and ST subgraphs. The reason is that the MDS subgraph is constructed based on an all pairs
shortest path algorithm. Therefore, the communication paths are much shorter and the time for
the synchronization control message to reside in the network is much smaller than the other two
communication subgraphs. In general, the CBT and the ST subgraphs do not guarantee the shortest
path between all pairs of senders and receivers. Therefore synchronization control messages stay
in the network for a longer period of time.
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Figure 8: Bandwidth Consumption vs Synchronization Interval for G

The next experiment illustrates the effectiveness of finding the optimal synchronization interval
under various system parameters. We consider the graph topology G'1, and we use a homogeneous
system such that every machine will have the same probability p of missing a rendering computa-
tion. Figure 10 illustrates the optimal synchronization interval (the derivation is based on Corollary
2) versus @, the maximum allowable phase difference requirement. In general, the lower the value
of p, the more the system can afford a longer synchronization interval to maintain view consistency.
This implies that the lower the value of p, the lower the bandwidth consumption for sending the
synchronization control message. Another important point is that given a particular value of the
optimal synchronization interval, the MDS has less bandwidth consumption than other subgraphs
generated via the CBT and the ST methods. For example, if we consider Figure 10 with p = 0.2
and the maximum allowable phase difference ® is equal to 3, then the optimal synchronization in-
terval is equal to 28. Using this synchronization interval, we can calculate the network bandwidth
consumption for various communication subgraphs. If we consider the network G in Figure 8 as
an example, the bandwidth consumption for various communication subgraphs under the optimal

synchronization interval of 28 is given in the following table:

| | MDS | ST | CBT |
| BW consumption | 295.826 | 624.247 | 461.127 |
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Therefore, given this synchronization interval, we see that the communication bandwidth con-

sumption for the MDS subgraph has a factor of 2.11 and 1.35 reduction over the bandwidth con-
sumption for subgraphs generated by the ST and the CBT methods, respectively.
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Figure 10: Optimal synchronization interval ¢* vs. maximum allowable phase difference ®

Figure 11 illustrates the relationship between p, the probability of missing a rendering oper-
ation (x-axis), ®, the maximum allowable phase difference (y-axis) and the network bandwidth
consumption (z-axis). In general, the system will have a high bandwidth consumption if the syn-

chronization requirement is high (e.g., ® is small). Maximum bandwidth consumption occurs
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Figure 11: Relation between p (z-axis), ® (y-axis) and bandwidth consumption (z-axis)

when p = 0.5. In this case, the expected value of the absolute phase difference between the two
viewing clients is very high, and the system needs to broadcast the synchronization message more

often so as to maintain a given level of view consistency.

In the next experiment, we investigate the relationship between the optimal synchronization
interval ¢* under different values of synchronization threshold ® and different values of the prob-
ability of missing a rendering operation for clients C'4 and C'gz. We set p4 = 0.1 and we vary pp
from 0.2 to 0.8. We also vary the synchronization threshold & from 5 to 10. Figure 12 illustrates
the result of the synchronization interval under different settings. In general, we observe that the
larger the difference between p4 and pg, the smaller the synchronizing interval required to support
a given value of threshold ®. This is because the skewness of p 4 and pg specifies the difference
in the behavior of these two computing nodes, which reflects the difference in the rate of state up-
dates. We also observe that the smaller the value of the threshold @, the smaller the synchronizing
interval required so as to maintain the view consistency of a DVE system.

Lastly, we investigate the effect of the magnitude of p 4 and pg on the optimal synchronization
interval and the values of the threshold ®. We vary p4 from 0.1 to 0.8, and for a given value of
pa We set pg = 0.1 + p4. We also vary the threshold value ® from 5 to 10. Figure 13 illustrates
the optimal synchronization interval ¢* under different system configurations. Notice that when p 4
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Figure 12: Optimal synchronization interval vs. synchronization threshold ® with |p 4 —pg| < 0.7.

and pp approach 0.5, the smallest synchronizing interval is required.
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Figure 13: Optimal synchronization interval vs. synchronization threshold ® with pg = p4 + 0.1
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6 Conclusion

We consider synchronization issues for a large scale DVE system. Our work is divided into two
parts. In the first part, we propose several communication subgraph construction algorithms for
connecting all participating clients in a DVE environment. Our experiments show that the MDS
algorithm can guarantee the communication subgraph to have a minimum diameter, thereby min-
imizing the maximum delay between any two clients. From our experiments, the bandwidth con-
sumption of the communication subgraph constructed by the MDS is the lowest, when compared
with the communication subgraph generated by the CBT and ST algorithms. Given a communi-
cation subgraph G’, we can easily find the corresponding maximum network delay d,,..(G"). We
then derive the optimal synchronization interval such that the expected phase difference between
any two clients in a DVE system is less than or equal to ®. The approach for deriving the optimal
synchronization interval ¢* is to represent the phase difference of the two furthest clients with a
DTMC and use the theory of the fundamental matrix. Whenever there is a large deviation between
pa and pg, a DVE system needs to send the synchronization message more often to guarantee
that the phase difference between any two clients is less than or equal to ®. Future work includes
studying how to track the probability of missing a rendering operation under a real-time environ-
ment. One possibility is to use a statistical approach wherein a process measures the number of
missing rendering operations for a given period. This estimate is then used as the probability p in

our proposed mathematical model to determine the synchronization interval.
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APPENDIX |: notation

=S

Y]

t*

A connected graph G which represents the underlying network. V' is the set

representing nodes in G and E is the set representing edges in G.
A node in V' which can represent a router or a participating client.

The set of computers (or nodes in V') that participates in a DVE session. We

haveVC V.
A communication link between node v; and v,.

Upper bound of the transmission delay for the communication link e; ;.

A set of participating clients at time t.

A connected communication subgraph of the underlying graph G = (V, E). In
general, we have G'(t) = (C(t), E') where C(t) CV C Vand E' C E.

A loop-free shortest path between node v; and v;.

Transmission delay for the path p; ;.

The maximum delay between all pairs shortest paths in the connected graph G.
An object in the DVE system.

A set representing all possible states of object o; in a DVE system.

The state of object o; at time ¢.

The state of object o, at time ¢ that client 5 is rendering.

Sequence of state changes for object o;.

Maximal allowable phase difference for any object between any clients in a

DVE system.
A process that is responsible for sending the start-rendering and

synchronization-message for object o; in a DVE system.
Basic synchronization period for the DRS and DRPS synchronization tech-

niques.

Total number of synchronization message in transit at time ¢ for the communi-
cation subgraph G'(t).

A DTMC which represents the phase difference of two furthest participating

clients in a DVE system.
The random variable denoting the phase difference between the two furthest

clients C4 and Cp.
The length of the time step wherein each participating node will update the

state of object o; in its local display. In general, we have At < 7.
Maximum number of state updates for a computing node for each state transi-

tion in the DTMC. ) )
The state in the DTMC M which represents the phase difference of C'4 and

Cp isequal to i. ,

An absorbing state in the DTMC M .

The fundamental matrix according to Equation (9).

A random variable representing the number of time steps that the DTMC M’
visits state s; before entering the absorbing state s,, given that the DTMC

started from state s;.
The optimal synchronization interval of maintaining view consistency.
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