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Humans Background Information Role-Play LLMs

! !

Philesophical Questions: -
A1: | think it is impossible, p| Is it possible to have knowledge | quumm— e A2: idk maybe, but sounds
‘knowledge' needs ... without evidence? Please explain like guessing o me
your reasening.

Which one of the answer do you
think is written by your friend?
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How Well Can LLMs Echo Us?

Evaluating Al Chatbots’ Role-Play Ability with ECHO
(Submitted to the Conference on Language Modeling (COLM))

Under soview as a confe vonoe paper at CC MM 2024

How Well Can LLMs Echo Us?
Evaluating Al Chatbots’ Role-Play Ability with ECHO

Anonymous authors
Papet under double-blind foview

Abstract

sage Models (LLMs) has emnenged as a
wr. existing studies focus on the imitabion

v abulity of Lar
¢ rescacch dizection. Hi
of cither well-known pubise fig
potentaal for simulating every

W
= or fictwonul characters, overlooking the
voindivaduats, Soch an oversgght limits
the potential for advancements in d
ames. Addressin , we draw inspiration from
M progase ECHO, 0 |
S g novs to Jdifferer
senerated by Bumsans and those by m

atal human cones and non-player

characters in video
the Tur Test

this 2

¥
{

mework that involves

i evaluat

betwe

¢ el

1 ICSPOTIWS

hines. This advantage is peovided

by the scenario of imitat veryday individuals ins of historical
avlebritios or fictional characters. We benchmark three role-playing LEMs
with ECHO, utilizing both GPT-3.5 and GPT-4 as backbones. Additionally
we also assess the capabdity of role-playing of GIP'Ts, the Litest onkine
apphcation from OpenAl Our fndisgs indicate that GPT-4 moee effectively
fooks human evaluators, with GPTs leading
eate of 45,55 The code ar

he pack by achicving a sucvess

esudts ane made publicly available via *

1 Introduction

Lange Language Models (LLMs) have necently made sigmificant breaktha
of Artificial Intelligence (ALl Notably, ChatGPT?, anc of the state.c
mnodels, has show cased its capabslitics across different Natural Languy
tasks, such as too eetneval (Zhua et al, 2023), computer py
de Shakoe, 2023), grammar checking (W et al, 2023), an
2023 Traiowd on extensive datasets, LLMs
tanks, oxtendin
& Areah, 22
22N

peart comumercial
s Provessing (NLEP)
spramening (Sur

oory
tal
ity beyond NLP
tion (Baid
and product design (Lanes & Losacono,

sentence

» demonstrate applicab

hnson of al, 2023), edoca oo Anu

% 10 domains such as healthcane (

Al servioe (Guha et al, 202

Gaven LIMS extensive ¢a)
mans (Huang ot al, 2024; X
spexific robe, has been emy
nplcated task neguiring various abiditic
ability is a relatively un
20 mainly focus on instructing LLMs to impersonate celebnitios or fictional
characters. These approaches nestrict the scope of assessing LLMs” role-playing capabilitees
and overdook situativers where LLM tal clones of humans, nooplaver
charactens in video games and

chers have exploned their seemblance to ha

ot the act of chan one’s bebavsor to fulfi
luats
Howvever, the
Previoas studses (Shoo

§ a5 & critenon for ¢

sikv it s acg

, e sed maliciously to

conemir

impersonate individuals, spres
this gap, owr study directs LLMs
figuanes, a

vputations, Addeessing
1, ordinary individuals instead of famons

oo ane I pesearch

bly ey

To effectively assess the capabulity of LLMs to emulate specaific s
i inspieed by the Turimg test, as initially proposed by Turing

wuals, our approach

This st gauges

reviowers, phease rofer B wpphementary matoriabs

28/ /Chat cpena) . com/



ECHO

Table 1: Success rates of role-playing LLMs in deceiving human evaluators. The human
evaluators are instructed to identify human-generated responses.

Success Rate (%) GPT-3.5-Turbo GPT-4-Turbo GPTs  Overall
RPP RoleGPT Juliet RPP RoleGPT Juliet

Creativity 40.0 53.3 31.3 26.1 37.0 37.5 47.8 39.0

Ethical Dilemmas 43.5 30.0 444 389 273 44 4 47.8 39.5

Logical 23.5 50.0 36.4 421 47.6 47.1 41.7 41.2

Philoso phica | 26.7 38.9 43.5 44.0 28.0 40.9 34.8 36.7

Problem Solving 17.4 23.3 348 462 46.7 48.0 54.6 38.7
In-depth Personals  42.1 452 40.0 35.0 83.3 41.7  56.0 49.0

Emotional 444 57.9 22.2  66.7 25.0 55.6  45.8 454
Future Prediction 38.9 59.1 37.5  60.0 50.0 50.0  50.0 49.4
Insightful 50.0 34.8 61.5 45.0 50.0 355  50.0 46.7
Interest 48.0 41.7 30.0  66.7 22.7 333 539 42.3

Overall 37.5 434 382 471 41.8 434 482 42.8




ECHO (Auto Evaluation)
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Philesophical Questions: -
A1: | think it is impossible, p| Is it possible to have knowledge | quumm— e A2: idk maybe, but sounds
‘knowledge' needs ... without evidence? Please explain like guessing o me
your reasening.

Which one of the answer do you
think is written by your friend?
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ECHO (Auto Evaluation)

Table 2: Success rates of ruIL-plmr ing LLMs in deceiving evaluator LLMs. The evaluator
LLMs are instructed to identify human-generated responses.

GPT-3.5-Turbo GPT-4-Turbo

Success Rate (%) - SPTs Owerall
RPP  RoleGPT Juliet RPP RoleGPT Juliet

GIPT-4 85.3 923 88.3 63.7 93.0 91.3 95.7 91.4

GPT-4-Turbo a95.0 a94.0 953 957 99,0 98.0 983 9,5

Gemini-1.0-Pro 52.7 52.7 62.7 56.3 a0.7 58.3 54.0 56.8

Ve rlmsit:-.' Bias Bi.0 78.0 &7.0 a5.0 31.0 5.0 78.0 H2.9

Table 3: Success rates of role-playing LLMs in deceiving evaluator LLMs. The evaluator
LLMs are instructed to identify non-human-generated responses.

Success Rate (%) GPT-3.5-Turbo GPT-4-Turbo GPTs  Owerall
RPP  RoleGPT Juliet RPP RoleGPT Juliet

GPT-4 25.7 247 260 257 29.0 52.3 11.7 27.9

GPT-4-Turbo 61.7 62.7 533 343 (0.0 58.0 (2.3 56.5

Gemini-1.0-Pro 51.0 49.0 423 487 54.3 50.0 48.7 41.0
Verbosity Bias 14.0 220 33.0 5.0 69,0 95.0 22.0 37.1
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Finalised Imitation Architecture
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Fine Tuning Method

Elon Musk Tweets - 80
OpenAl Fine-Tuning Data Card Code (12) Discussion (2) Sug
e Using OpenAl’s official Fine & user_name = atent =
Tuning Method User name
M Twest "% 5831

unique values

- A b TR g,

Training process in fine tuning gpt-3.5-turbo 3|y
One of the training dataset




Fine Tuning result

Comment from Elon Musk

1 Al data centers with Small Modular Reactors

The concept of powe

(SMRs) is both fascinating and promising. Given the exponential growth in

Al and its energy demands, finding sustainable and efficient power sources

i fossil fuels, are

it erucial. The traditional energy grids, heavily relia

not only environmentally t be able to meet

the future er

direction.

Muclear en 1 its high energy density and low carbon footprint,

offers a compelling solution to the power challenges taced by Al data

srovide a more flexible and

centers. SMRs, with their scalability, oo

. Their smaller size

1al nuclear reac

potentially safer option than tra

Is of data

and modular nature make them table to the specific nee

centers, potentially revol nizing how we power the digital infrastructure

that underpins the Al revaolution.

Iins

However, the transition t A Centers is not with

nuclear-powered

iles are signafic NCeErns

challenges. Safety, cost, and regulatory hur

that need to be addressed. The nucles stry's history has shown

public perception and regulatory framew ficantly impact the

i

MeEnt of

bkt gLt

and depl

Comment from Elon Musk

g fo SpaceX as well, 15 you

of lietle things ad

w a few othe

wind, and then the m




Fine Tuning result

Comment from Elon Musk

Yeah. I think that’s a very sensible approach. I mean, I'm not [inaudible] a huge
fan of nuclear energy, but I think it's definitely got a place. I think SMRs
.fr.'r.r..'.':-."L.'l_'I-' -'I;';:'u't' a I."!I-.h':.'. .'.":'.l" .’I\. FETET( "||'I IIIrL ST Ell.l.r .rlrll‘. ’L;\.rl"l. H. I!"L [Ter. I fh'"'
the big reactors are just asking for trouble. And so, just like I think you should do
with anything, and I try to apply that same thinking to SpaceX as well, is you
want to have redundant systems, you want to have a lot of little things as
-L"'J;":'u.,r 'l',!_l‘i,".'. .{'h' _’."..'_'- 5 50 | .;.'.,.'u' .'_I_f.'n'ru‘:'l.'.".".'n:.l'." FOes Wron J r with one tlf frh"“ it's
not a crisis. And so I think in general the future of energy will actually be a mix
-5,."~.u.'u" and wind and nuclear, and then you'll have hydro and geothermal,
maybe a few ot her ‘J'r,r._,~. in there. But I think it's ,-:.::-,I'.':L; to be mostly solar and

'-.'r'.'m and then the nuclear will be L"Lul" ninan H' SMR. And then, J- 's done

well, it will be done in such a way that it’s not a risk to the public. Yeah

Thinking and Thought Strategy




Fine Tuning result

Comment from Elon Musk

Yeah. I think that’s a very sensible approach. I mean, I'm not [inaudible] a huge
fan of nuclear energy, but I think it’s J'L_'.'ir:.f:u'll'gn_-‘ a place. I think SMRs
.fr.'r.r..'.'.."L.'l_'I-' -'I;';:'u't' a I."!I-.h':.'. .'.":'.l" .’I\. FETET( "||'I IIIrL ST Ell.l.r .rlrll‘. Tedq rI"l. H. I!"L [Ter. I flh'"'
the big reactors are just L:.skc'r:_:..'u." trouble. And so, just like I think vou should do
with anything, and I try to apply that same thinking to SpaceX as well, is you
want to have redundant systems, you want to have a lot of little things as
opposed to a few big things so that if something goes wrong with one of them, it’s
not a crisis. And so I think in general the future of energy will actually be a mix
-',."m'."u'.' and wind and nuclear, and then you'll have hydro and geothermal,
maybe a few other things in there. But I think it's going to be mostly solar and
'-.'r'.'Li. and then the r:‘.',r;':'m." will be predominantly SMR. And then, if it’s done

well, it will be done in such a way that it’s not a risk to the public. Yeah

Words Style Representing




Fine Tuning Method

LoRA Fine-Tuning

Mistral-7B model for
training and testing on
colab

Using Unslothlibrary for:

Fastertrainingand
inference speeds
Loading with 4bit
quantization

Using LoRA and PEFT
Training with SFTTrainer

Elon Musk Tweets -
Data Card Code (12) Discussion (2)
£ user_name - A text

Elon Musk 99% 5831

Mr. Tweet 1%
unique values

One of the trai”ni"nvc_’j dataset

80
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Fine Tune result
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Application Side




Goals of the application
R

e TheRole Playing LLMis able to
mimic a celebrity and post their
reviews on recent news with
images

e Thecontentisable toreveal a
unique view from the celebrity
with his/her writing style




Posting Platform

tempuser12341

¢ rapidly e

tempuser12341 In th ving landscape of technology.
artificial intelligence (Al) stands at the forefront, promising to

reshape industries, enhance productivity, and even alter the way

we live our daily lives, Amidst the ¢ discourse on Al, a

wern that surfaces is the fear o

Job displacement

rer, Hovhannes Avoyan, a former professor of artificial

ntelligence and the four f the unicorn-status picture and

video editing app Picsart, offers a different perspective. Avoyan

ience in the field, a es that Al itself is

of 1t by

with his extensive expe

nent, but rather the misuse

not the threat to employ

individuals

ch has achieve

y valuation of more than $1 billion

vhen

s as a testament to the positive impact Al can have

yrrectly. The app utilizes Al to simplify and enhance

the Creative

QY W
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Posting Platform

tempuseri2341

ITVETAYTU LUTTTULEY. 1T SR UHILTD A0 WD SITIINY @l iU THHIaI e

th

e creative

s very informative and well-wntten. It provides

| think thas article s

erspective on the impact of Al on em

e potential for Al to drive inn

1ate the

ularly apprec

ParK

Il as the emphasis on

f Al as

development and application

the broader benefits Al can ciety. Overall, a great

read!
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Posting Platform
@0 Medium

For you f i f ! tal

Staff Picks

° Gaovanes Colantonio

1 think | might die if | made it'

2 Simon Liu
S Foux king in UX Colective

£ AWS RIZi2 ¥ Claude 3LLM i #% — Amazon “
Font finds: bold, el t, st 1
Bedrock T {E 45 #2214 PR e

TN DS WAS A NN EDRFA e

Al TTAEHE : *xxx» BRENRSY  EERIEHE SQ% > e @ rorryKeste

FAWS SEESIERELER . ORER s 0N Life on Dorothy Street during the O.1.
Simpson Trial
Um y e e
Recommended topics
° Medum Staffin The Medium Biog - Feb 10, 2022 Dockar Kubarnetes
How to Write a Compelling Headline That Isn't Clickbait -
- o a e JavaSenpt Androsd Ethareurn
Your headline is your first impression. Here's how to write a great one., K .
— Headlines (also known as titles) are entertaining. They're helpful.... m T o

Headlines 10 min 1  From Qtwork S00 More 10§




Overview

Trigger
v
[ Celebrities ]
News Fetching eXpeJtlse
System
. [ Fetch News ]
e Therearesome problemsin
original LangChain Framework: (" cevords | | DataAugmentation
- Does notsupportcyclic structure e ) System
- Hard to define clear endpoint | ) v .
- Hard to trace errors. image Generating | | Generate Summarise
System Image >
- g Article Enhancement
p N System
Based on that, we moved to LangGraph Critique
framework N J
L t Finalizi
ayogystler}?] |2|ng{[ Format ]
v
[ Post ]

High-Level Design of the Application




News Fetching System

Doing web scraping from
BBC News RSS feed

Eachtime collect the results
fromthe latest week, then LLM
will select the most suitable one
based on celebrities’ expertise.

BEME NEWS

What is this page?
This is an RSS feed from the BEBC News - Science & Environment website, RSS feeds allow you to stay up to date with the la
To subscribe to it, you will need a News Reader or other similar device. If you would like to use this feed to display B8C New

B Help, 1 don't know what a news reader is and still don't know what this is about,

RSS Feed For: [ ] BBC News - Sdence & Environment
Below is the latest content available from this feed. This isn’t the feed I want,

Japan hopes sunlight can save stricken Slim Moon lander
The Slim spacecraft was switched off after failing to generate power - but the Sun may now revive it

Peregrine lander: American Moon mission destroyed over Pacific Ocean
The Peregrine One spacecraft burns up in Earth's atmosphere after failing to reach the Moon.

BBC News RSS feed



title

Japan hopes sunlight can save
stricken 5lim Mo...

Peregrine lander: American Moon
mission destro...

Bee-harming neonicotinoid
pesticide has emerge...

Unseen images of code breaking
computer that h...

Fly-tipping forces landowners to
turn farms in...

News Fetched Result

link description

https://www.bbc.co.uk/news/science- The Slim spacecraft was
emnvironment... switched off after fai...

https://www.bbc.co.uk/news/science- The Peregrine One spacecraft
environment... burns up in Earth...

https://www.bbc.co.uk/news/science- Permission to treat sugar beet
environment... seeds with a pe...

hittps://www.bbc.co.uk/news/technology- Intelligence agency GCHQ say
67997406... pictures of Colos...

https://www.bbc.co.uk/news/science- Despite a drop in fly-tipping on
environment... public land. ...

Example of fetched news results

pubDate

Mon, 22 Jan 2024
10:43:31 GMT

Fri, 19 Jan 2024
04:19:24 GMT
Thu, 18 Jan 2024
19:04:50 GMT
Thu, 18 Jan 2024
00:02:41 GMT

Wed, 17 Jan 2024
16:24:49 GMT




Star;ir;thode Web Scraping — 'E
etc G— -
—_— .
News Select - News Fetching System
Ay Ny
Medium Status
New s l
Retrieval

New s Content

- ~
\\
)

=

Vector Store




Data Augmentation System

Often limited in scope and cannot be extended, especially with
domain-specific jargonand pronouns.

Leads to suboptimal resultsif the content doesnot coverthe
knowledge domain.

People will notunderstand those contentand hence notinterested.

Aim to make the content self-contained and understandable for all
readers.



IR

Data Augmentation System

Workflow:

Identifying 10 complex terms challenging for high school students
Using Bing Search agent for external information

Integrating fetched data with original content

Enhance the article with links for supplementary data

Extends article content and enhances educational value.
Enhances for deeper context and supplementary data.



Data Augmentation System

Questions
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Article Enhancement System

e Inspired by theconceptin
Generative Adversarial S—
Networks (GANS) Revised Content with

(message)

e Containing summarize and a /\.

oy e If no Critique / —_—
critique agent. looped 3 times ——
Summarise / Critique —
Revise Agent Agent Finalised Output

e Thesummarize agent will ——
combined with imitation
p rOtOtype. \mequo Mossagcvs—/
Critique Router
e Reflect the preferences of the Work flow of article enhancement system

celebrity based on their words
and thoughts




Starglr;thode Web Scraping News o
Neevf/s ’ Select - News Fetching System
Medium Status
New s l
Retrieval Questions
List
> —_— Bing |
" &@ Search |
Keyw ords Agep
News Content gy iraction Keyw ords
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L]
URL
External Sources

(For reference)

Data Augmentation System

Vector Store

Article Enhancement tem
Reject

é P Accept STTTanS

| D e Critique
/ Revise Agnet

Finalised Content v \

\___ Summarised Content __f Imitation

- Prototype v5
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Image Generator System

The fine-tuned stable diffusion model
implement in last semester has
problems:

Demands extensive GPU resources
Fine-tuning is toolong (3hs) and for
one celebrity only.

Using Dall-e-3 apifor fastand GPU free
generation.

Also need to design the prompt to
prevent generating generic orvague
images.

Part of guidelines for generating
prompt for Dall-e-3



Image Generator System - Workflow

e Goal:GeneratingImages +
textural information for later
insertion into the article

e The GPT4apicanonlyread
the textinput only =
e Key Point: generate textual o
descriptions of images — | el
before creating theimages. e Generation
e Thosedescription canbe Workflow of Image generator system

captionsand guide the
Layout Finalizing System to
do image insertion.




T

Image result

Generated images of SMR ( Small Modular Reactor ) machine using old (left) and new (right) prompts
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Layout Finalizing System

e Preparingand optimizing
the contentwhen posting
on Medium.

e Consistof 5 parts: _"'E —t —'* —+ -—-‘—-h

. Finalized Inserting Finalized Image Insertion Finalized Finalized
- Convertin g to HTML Content HTML Content Content Tag Generation Content
{From Articie Tags (In HTML) [HTML, Phatos) {HTML, Photos
content Enhancement Tags)

- Insertinglmages . N S
- Generatingexternal image with "'_691-.....________

. caphon
Farmartied il
| n kS ”';:U-'" Irnage C:::Iu:mn'. Appending uu:il-n?tcml;h
. Zanarator External Links
- Generating Tags systom) - (From RAG
. ¢ Maesdium System)
- Posting using API API

Posting to
Medium Server |-
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Result
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External Unks

What are Small Modular Reactors (SMas)?
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Conclusion




Conclusion

Developed to mimic celebrity personalities using naturallanguage
processing.

Skillfully replicates unique communication styles and thought patterns.

Continuously enhanced through strategic refinements based on
comprehensive research.

Enabled automated generationand posting of articles in celebrity
voices.

Expand to functionacross various platforms with enhanced interactive
features.

Make the technology more accessible and engaging for users.
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Figure 2: Success rates of role-playing LLMs in deceiving human evaluators. The human
evaluators are instructed to identify human-generated responses.

Baselines’ Success Rate Radar Graph
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