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2. Abstracts 

This report delves into the intricacies of simulating human 

personalities using advanced natural language processing (NLP) 

techniques in the realm of large language model (LLM) and 

LangChain [1]. This project, titled ‘Full-Stack AI Content Creator,’ 

is an innovative idea to replicate the unique communication 

styles, thought processes, and personal attributes of famous 

figures, using a combination of data collection, and Chain-of-

Thought process [2]. This core objective is to create a system 

capable of generating authentic and engaging digital content, 

particularly for social media platforms, that embodies the 

essence of these personalities. 

 

The methodology involves an extensive data collection 

process, the development of a sophisticated question-

generation framework, and the implementation of a multi-

prototype imitation system. Each prototype iteration enhances 

the system's ability to closely mimic the targeted personalities, 



addressing challenges such as tone consistency, factual 

accuracy, and response personalization. 

 

Our experiments, involving various AI models and 

comprehensive evaluation criteria, have demonstrated the 

system's proficiency in accurately replicating human-like 

behavior and interactions. The project's contributions extend 

beyond technical advancements, offering insights into the 

potential of AI in digital content creation and interactive 

systems. The conclusion underscores the success of the project 

in advancing AI's role-playing capabilities and sets a foundation 

for future innovations. Future work includes optimizing the 

response generation speed and expanding the system's 

application across various social media platforms for broader 

user engagement and interaction. 

  



3.Introduction 

3.1. Motivation 

  

The advent of artificial intelligence (AI), especially in natural 

language processing (NLP) [3], has unveiled unparalleled 

opportunities for technological innovation. Our project, 

positioned at the forefront of this rapidly evolving domain, aims 

to extend the capabilities of AI in simulating personalities, such 

as those of notable public figures like J. Robert Oppenheimer. 

The motivation behind this endeavor arises from NLP's 

exceptional potential to replicate and preserve the unique 

essences of influential individuals. In an era dominated by social 

media platforms like Instagram, our initiative, 'Full-Stack AI 

Content Creator', aspires to immortalize these figures. We plan 

to achieve this by emulating their thought processes and 

communication styles through advanced NLP techniques. 

 

Furthermore, with tools like stable diffusion [4] for image 



generation, our project envisions creating interactive digital 

avatars that can engage meaningfully across various social 

platforms. This approach not only honors their legacies but also 

stimulates intellectual discussions on diverse topics, including 

current news. 

 

This multifaceted motivation mirrors a deep curiosity about 

training NLP systems to mirror human uniqueness, whether 

through fine-tuning or prompt engineering [5]. It also embodies 

an ambition to push the boundaries of machine learning in 

understanding and mimicking human behavior. Additionally, 

this project holds significant promise for the digital content 

creation realm, offering innovative methodologies for content 

generation and serving as an experimental platform to study 

AI’s proficiency in emulating human intellect and creativity. 

 

  



3.2. Objective 

 

The primary objectives of the Full-Stack AI Content Creator 

project encompass the broad aspects of digital imitation and 

interaction. We aim to achieve a high level of performance in 

mimicking a person's tone, writing style, and thought process, 

informed by their personal information. Moreover, we are 

dedicated to developing a comprehensive evaluation system to 

assess the project's effectiveness and integrity. This includes 

conducting tuning tests to evaluate the LLM's performance 

across various metrics such as the depth and breadth of 

personality data, the conversational sample size for training, 

the model's architectural intricacies, and the specific LLM used. 

 

 Additionally, by integrating text generation with text-to-

image functions like stable diffusion, we aim to produce visually 

engaging posts that reflect the mimicked celebrity's persona. 

The ultimate goal is to deploy this technology on social media 

platforms, allowing user interaction and feedback.  



3.3. Contribution 

Our project has made several key contributions to the field 

of AI and personality simulation. Firstly, we innovated by 

implementing a Chain of Thought structure in the Large 

Language Model (LLM). This approach significantly enhanced 

the LLM's ability to accurately mimic a celebrity's thinking style 

and habitual expressions. Secondly, we established a 

comprehensive evaluation system to rigorously assess the LLM's 

proficiency in simulating real personalities, proving essential in 

validating the effectiveness of our methods. Lastly, we plan to 

extend the project's impact by deploying our system on social 

media platforms, aiming to create interactive and engaging 

content that resonates with users, leveraging the advanced 

capabilities of our AI-driven celebrity simulations. 

  



4.Related Work 

There are existing works in the field of simulation using 

LLMs. For instance, the paper RoleLLM [6] presents a structured 

approach involving Role Profile Construction, Context-Based 

Instruction Generation, and Role Prompting using GPT to tackle 

the challenges posed by general-purpose LLMs. Another study, 

Character-LLM [7], adopts a different strategy by creating 

trainable agents to simulate historical figures, focusing on 

summarizing personal profiles, experiences, and emotional 

states to enhance the LLM's resonance with their experiences 

and emotions. OpenAI has also made significant advancements 

with GPTs in November [8], [9], facilitating the creation of 

custom ChatGPT models suited for specific tasks. These models 

enable users to mimic personalities by interacting in natural 

language and uploading relevant information as knowledge. 

Integrated with DALL-3, a text-to-image model, it allows for the 

generation of various images in responses, empowering users 

to build models without requiring coding expertise. 



5. Methodology 

5.1 Fetching Data 

 

For effective mimicry using a Large Language Model (LLM), 

it is crucial to feed it with both first-hand information, such as 

speeches or papers authored by the celebrity, and third-party 

information that encapsulates their thinking style, tone, and 

writing style through relevant documents. The challenge, 

however, lies in efficiently gathering and processing the 

extensive online data without overwhelming the LLM in terms 

of cost and time. To achieve this, we focus on both the breadth 

and depth of information collection while avoiding information 

overload. The key difficulty is in identifying and summarizing 

pertinent data from the vast online resources. 

 

5.1.1 Data Type 

 

In our methodology, the types of data we use to train the 

Large Language Model (LLM) for mimicking a celebrity are 



twofold: first-hand information and third-party information. 

Each type plays a crucial role in creating a comprehensive and 

accurate simulation of the celebrity's persona. 

 

First-hand Information 

 

This category includes direct communications from the 

celebrity, like speeches, interviews, and writings. These provide 

a primary source of raw data for the LLM, offering unique 

insights into the celebrity’s personal ethos, disposition, and 

speech and writing patterns. This direct source allows the LLM 

to adopt the celebrity’s linguistic nuances when mimicking 

them, effectively replicating their communication style and 

ensuring authenticity. For example, writing segments can be 

utilized as FewShotPrompts [10] for learning the celebrity’s 

writing style. 

 

 

 



Third-party information 

 

Encompassing external content about the celebrity, such as 

biographies and news articles, third-party information gives a 

comprehensive view of the celebrity’s public persona, societal 

impact, and career trajectory. It also sheds light on how the 

celebrity’s actions and statements are perceived by society. This 

information becomes vital in the absence of first-hand data, 

providing insights into the celebrity’s thinking style. The LLM 

can use this data to understand the broader narrative 

surrounding the celebrity and refine its simulation based on the 

widespread interpretation of their personality and actions. 

 

In summary, leveraging both first-hand and third-party 

information as training data equips the LLM to construct a 

multi-dimensional understanding of the celebrity, enabling it to 

generate authentic and believable results. 

 



5.1.2 Task List 

We have created specific tasks for the agent to gather 

information about various aspects of the celebrity’s public 

image and work. This task list guides the agent in creating a 

dataset that is representative of the celebrity’s persona. 

 

 
Figure: Task list for agent to search online to get information 



5.1.3 Workflow 

 

Figure: Celebrity Imitation Application Workflow 

 

Our method is based on the premise of accurately 

simulating a celebrity. Given the lengthy chain of LLM processes 

during simulation, conducting real-time information searches 

during interaction is impractical [11]. Thus, we have developed 

a system that proactively fetches necessary information about 

the celebrity and condenses it into a format suitable for the 

language model. Our prototype includes: 

 

- Task-specific searches: Rather than a broad search, we break 

down the retrieval process into multiple, detailed tasks, each 



targeting a specific aspect of the celebrity’s life or work to 

ensure comprehensive data collection. 

 

- Data Filtration and Deduplication: Post-collection, the LLM 

filters out irrelevant information and checks for 

redundancies against saved files. This step ensures that the 

data fed into the language model is not only rich but also 

streamlined and non-repetitive, allowing the LLM to extract 

key information efficiently. 

 

Our data processing workflow integrates LangChain with the 

ChatGPT API [12] and BabyAGI [13], utilizing BingSearch API V7 

[14]. The workflow involves: 

 

1. Task Prioritization: BabyAGI selects the most pertinent 

task at hand. 

 

2. Data Retrieval: LangChain employs BingSearch API V7 to 

gather data according to the given task. 



 

3. Result Refinement: The agent removes irrelevant 

information from the search results. 

 

4. Deduplication: The agent compares the new data with 

existing files to eliminate duplicates. 

 

5. Data Structuring: The refined data is structured into a 

JSON file, facilitating easy retrieval for future processing. 

 

6. Iteration: This process is repeated for each task to build a 

comprehensive dataset. 

 

The choice of JSON format for data structuring is 

intentional, designed to enable ease of access and 

manipulation when the data is subsequently used to prompt 

the language model.  

 



5.1.4 Results 

The result is a summarized JSON file containing the 

processed data, ready for use in simulation tasks. 



 

 

Figure: Summarized result of the fetched information of the celebrity 

  



5.2 Generating Questions 

The process of imitating a celebrity through a language 

model extends beyond merely feeding it information. Capturing 

a persona's essence is best reflected in their responses to 

inquiries and how they articulate their thoughts. A challenge 

with ChatGPT is its inconsistency in results due to limited recall 

of past interactions [15]. Therefore, our system is designed to 

both analyze and synthesize information into a question-and-

answer (QA) format, fostering dynamic and consistent 

interactions that mirror the celebrity’s communication style 

[16]. 

 

5.2.1 Generation Strategy 

Following the idea proposed in RoleLLM, we will perform a 

similar strategy for crafting a QA set that accurately reflects a 

celebrity’s persona involves generating a diverse and insightful 

array of questions. This strategy is not about asking just any 

questions, like mathematical ones, but about asking the right 



questions that delve into the nuances of the celebrity’s life, 

thoughts, and style. Our generation strategy breaks down into 

three key aspects: predefined data types, question types, and 

factualness. 

 

5.2.2 Predefined Data types 

To guide the language model towards a comprehensive 

understanding of the celebrity, we categorize information into 

predefined data types. These types cover a broad spectrum of 

the celebrity’s life and personality, allowing the model to 

summarize background information fetched from the internet 

and generate questions that are relevant and meaningful. These 

questions are deeply rooted in the celebrity’s background, 

beliefs, and preferences, offering insights into their 

comprehensive persona. These types include: 

 

• Education and Professional Background 

• Interests and Hobbies 

• Personality 



• Favorite Books, Movies, and Music 

• Values and Beliefs 

• Problem-Solving Style 

• Thoughts 

• Communication and Social Style 

• Memorable Life Experiences 

• Writing and Speaking Style 

 

5.2.3 Question Types 

The questions are designed not just to elicit information but 

also to discern the authenticity and depth of the responses. We 

use various question types to challenge the model in replicating 

human-like interaction. These are crucial in evaluating whether 

the responses convincingly mirror the complexity of human 

thought and emotion, enabling the language model to also 

reflect them during live interactions later. The question types 

we used are: 

 

 



• Memories or Secrets 

• Personal Data 

• Emotional Questions 

• Subjective or Creative Questions 

• Knowledge-Based Questions 

• Ethical Questions 

• Logical Questions 

• Philosophical Questions 

• Questions About the Future 

• General Questions 

 

5.2.4 Factualness 

 

 Based on the paper RoleLLM, we realized that sometimes 

the questions generated might be irrelevant and inaccurate 

because the language model forgets to consider the person’s 

background. Hence, it’s essential that the questions are not 

only appropriate but also closely aligned with the celebrity’s 

background and public persona. This involves: 

• Ensuring questions are tailored to the celebrity’s known 



experiences and expertise. 

• Avoiding questions that are too irrelevant to the 

celebrity’s life, like asking “What do you think about 

ChatGPT” to Oppenheimer. 

• Balancing the specificity of questions with the need to 

maintain broad appeal to diverse audiences. 

 

Considering the generation strategy for QA sets, the final 

prompt we set to let LLM generate the QA set will be the 

following: 

 



Figure: Prompt for generating QA 

 

5.2.5 Results and Application 

Like how the data is handled in the data collection before, 

we will also generalize the QA set into the JSON format after 

generation. Here is an example: 



 

 

 

 
Figure: Generated QA in JSON format 

 



Once the QA set is generated, it's integrated into the 

simulation framework. The QA set acts as a pre-compiled 

resource that the language model can draw upon as knowledge 

or memory during live interactions. The advantages of this 

approach include: 

 

• Efficiency: Reducing the computational overhead of 

generating responses in real-time, ensuring quick and 

fluid interactions. 

• Consistency: Using the QA set as a baseline to follow the 

person’s writing habit, thinking style, tone, etc., during 

each interaction, generating a consistent result in the long 

run. 

• Complexity Management: By generating multi-aspect and 

multi-type questions in the QA set, these questions can 

serve as comprehensive guidelines for the language 

model to handle more complex questions that might 

require multifaceted answers, which the model has 

already pre-formulated and refined. 



5.3 Imitation System 

5.3.1 Introduction 

The Imitation System, central to our project, is designed to 

replicate celebrities' unique communication styles and thought 

patterns using natural language processing. It intricately merges 

first-hand and third-party information to establish a thorough 

database, facilitating the creation of authentic responses 

mirroring a chosen celebrity’s style. We opted for diverse 

prompt engineering rather than model fine-tuning, aiming to 

make a model respond to questions in a way that aligns with 

the celebrity's personality, background, tone, and writing style, 

so answers appear as if coming directly from the celebrity. This 

report documents the evolution of our prototypes, their 

modifications, and associated drawbacks. 

 



5.3.2 Prototype v1 

5.3.2.1 Introduction 

Initially, we designed the system simply, using a zero-shot 

single prompt [17] to instruct the LLM to answer user-input 

questions by imitating the celebrity, based on data from our 

database. The response was then output to the user. A 

conversational memory buffer was implemented to maintain 

long-term consistency.

 
Figure: Workflow of prototype V1 



5.3.2.2 Drawback 

However, this first prototype revealed significant 

shortcomings. The single-prompt method failed to capture the 

depth and intricacies of a celebrity's communication style. 

There were noticeable deviations in tone, vocabulary choice, 

and overall expression due to the lack of performance using 

zero shot prompting [18]. Although the responses were based 

on information from the database, they often lacked the 

distinctive flair and nuances typical of the celebrity. 

Furthermore, the prototype struggled to align responses with 

the celebrity's past statements or known beliefs, resulting in 

answers that, while factually correct, did not reflect the 

celebrity's known viewpoints on various subjects. 

 

5.3.3 Prototype V2 

5.3.3.1 Introduction 

In Prototype V2, we aimed to address the limitations 

observed in the first version by introducing a multiple-



prompting system combined with a knowledge bagging 

approach [19]. This version utilizes a Large Language Model 

(LLM) to generate a QA chain based on the celebrity’s 

background information fetched from a vector database. These 

pre-processed QA sets are stored in the conversational memory 

buffer and used to inform subsequent interactions. When a 

user poses a question, the LLM retrieves relevant chat history 

and the QA chain to construct a response that aligns with the 

celebrity's known information. This answer is then provided to 

the user and saved to the memory buffer for future reference. 

 

Figure: Workflow of prototype V2 



5.3.3.2 Drawback 

While Prototype V2 marked an improvement in generating 

responses that linguistically resembled those of the celebrity, it 

encountered significant challenges in accurately mimicking their 

thinking style and logical reasoning. Firstly, using single or few-

shot prompts in the systems often limited the model’s ability to 

perform complex reasoning and mimic the celebrity’s thinking 

style accurately. Such prompts generally lack the depth needed 

for intricate imitations, resulting in superficial representations 

of the celebrity's persona. [20]  

Meanwhile, the system heavily depended on the 

information from the fetched database, resulting in responses 

that were essentially compilations of existing data rather than 

reflections of the celebrity’s unique thought process [21]. This 

led to a replication that was superficial in nature, capturing the 

celebrity's speech patterns but failing to convey their 

personality or individualized thinking style.  

Consequently, the system was unable to showcase the 

depth and creativity inherent to the celebrity’s persona, 



highlighting a need for an approach that could more effectively 

blend factual accuracy with personalized expression. 

 

5.3.4 Prototype V3 

5.3.4.1 Introduction 

In Prototype V3, our goal was to enhance the LLM's ability 

to generate responses that not only reflect the celebrity’s 

thinking style and personality but also use language 

characteristic of the celebrity. To achieve this, we moved away 

from relying on a fetched database and instead implemented a 

'Tree of Thought' structure [22]. This involves a two-chain 

process: the 'Idea and Thought Chain' and the 'Writing Style 

Chain.' When a user asks a question, it first goes through the 

Idea and Thought Chain, where the LLM uses personality data 

and conversational memory to craft a response reflective of the 

celebrity's thought process. This response is then refined in the 

Writing Style Chain, aligning it with the celebrity’s typical 

language patterns using conversation samples. Then the 



finalized answer will be outputted to the user and then saved 

into the conversational memory buffer. 

 

 
Figure: Workflow of prototype V3 

 

5.3.4.2 Drawback 

In Prototype V3, we transitioned to a Tree of Thought 

structure to enhance the model's ability to mimic a celebrity’s 

thinking style and personality. However, this approach 

presented several challenges.  



Firstly, despite our efforts to replicate the celebrity's 

wording style, users could still discern those responses were AI-

generated due to subtle nuances in language use not captured 

by the model. This issue was exacerbated by the model's 

tendency to generate responses that were overly formal, 

contrasting with the more natural tone typically used by the 

celebrity. The formal tone, coupled with atypical punctuation 

usage, made the AI responses easily distinguishable from 

human responses.  

Additionally, the Tree of Thought structure, while allowing 

for exploration of multiple reasoning paths and self-evaluation 

of choices as per human cognition models, [23] sometimes led 

to a loss of the subjective essence that characterizes a 

celebrity's personal style. This structure, designed to enable 

deliberate decision-making and heuristic-guided search [23], 

proved less effective in maintaining the unique and subjective 

elements of the celebrity’s persona. The prototype occasionally 

produced responses that were too general, lacking the specific 

and personalized touch that a Chain of Thought structure might 



have preserved by following a more linear and focused 

reasoning process. 

5.3.5 Prototype v4 

5.3.5.1 Introduction 

The version four prototype aims to solve the issues seen in 

the previous prototype by refining the original structure. To 

refine this, we have modified the structure from ‘Tree of 

Thought’ to ‘Chain of Thought’ structure. This also involves the 

two-chain process: the ‘Idea and Thought Chain’ and the 

‘Wordings and Punctuation’ which aims to refine the answer in 

terms of wordings and punctuation. When a user asks a 

question, it first goes through the Idea and Thought Chain, 

where the LLM uses personality data which includes the 

conversation collections and personality information generated 

before the simulation and conversational memory to craft a 

response reflective of the celebrity's thought process. This 

response is then refined in the Wordings and Punctuation 

Chain, aligning it with the celebrity’s typical language patterns 



and punctuation using conversation samples from the 

conversational memory buffer. Then the finalized answer will be 

outputted to the user and then saved into the conversational 

memory buffer. 

 

 
Figure: Work flow of prototype V4 

5.3.5.2 Advantage 

The Chain of Thought structure, employed in this prototype, 

presents several advantages. It enables models to break down 

complex tasks into intermediate steps, fostering a nuanced 

understanding and accurate replication of a celebrity’s 



reasoning process. This structure offers a clear and 

interpretable insight into the model’s thought process, crucial 

for closely mimicking a celebrity’s reasoning and decision-

making style. Its adaptability suits a variety of tasks demanding 

complex reasoning and creative thinking, aligning well with the 

diverse and intricate thought patterns of celebrities. For 

instance, we can modify the structure, so the LLM adjusts 

responses based on the question's context and the required 

tone. 

 

Another benefit of this system is introducing QA in human 

and assistant message formats. By presenting questions as 

assistant messages and responses as human messages, this 

method promotes a natural and conversational interaction 

style. It enables the AI to produce responses that align more 

closely with how a celebrity might naturally articulate their 

thoughts and ideas in a real conversation. Furthermore, this 

format suggests to the LLM that it is engaging in role-playing, 

thus eliciting more subjective responses instead of generic 



ones. This not only heightens the authenticity of the interaction 

but also makes for a more dynamic and engaging emulation of 

the celebrity's communication style. 

5.3.6 Demo 

To show the full-stack AI Content Creator, we have built up a 

part showcasing how to use the techniques and tools 

mentioned before with text-to-image tool like LoRa and Stable 

Diffusion to generate a post made by LLM which is imitating the 

given celebrity inputted by the user. 

 

Workflow 

The workflow of our demo application is first collecting the 

celebrity's name from the user first, then it will start collecting 

the fact information about the celebrity using the idea of agent 

and babyAGI, the plan and execute approach. Next, after the 

backend collected enough information within a limited 

iteration, we will have a subprogram to transform it and suit 

into the question types of our celebrity’s background 

information and correlated data types. 



 

Next, we will train a Low Rank Adaptation (LoRa) for the 

image generator so that we can generate the image that has 

same outlook with the celebrity, so we need to input the 

training image dataset of the celebrity. Then, we have to label 

the data with activation code, so that the image can be trained 

with tokens. 

 

 After the application labeled the image, we can start 

training the LoRa and create a profile for each of the celebrities 

that collecting the fetched facts, image dataset and LoRa, so 

that it could be used at the final state to generate the daily 

content. 

 

In the last state, we can select the profile that we want to 

generate the content and other parameters to get a varied 

result of the content and image. At this state, the idea concept 

will be using the prototype v4 that we have proposed above. 

 

 



 

 

1.Fetch Celebrity Info 

In this section, users need to input the celebrity’s name for 

LLM to imitate to, and other initiation like choosing the LoRa 

model for generating the image. After doing so, the program 

will start fetching and summarizing that celebrity’s information 

online and save it into the data folder. The fetched information 

is mainly based on the predefined data types of background 

information that mentioned above. 

 

 

Figure: Fetch Celebrity’s Information Interface 

 

 



 

2. Data Labeling 

To generate daily post with celebrity’s appearance, we will 

train a low rank adaptation (LoRA) model which is going to be 

used with the base model in the image generating process.  

 

2.1 Limitation 

Although using agent to fetch the celebrity’s image is a 

possible approach, we still can’t control the quality of the 

images and it may recognize wrong celebrity’s image such as 

fetching the film’s celebrity actor image. Therefore, we 

proposed to use a manual way to raise the accuracy. 

 

2.3 Operation 

User can simply create a new folder to store the dataset, 

then user can drag and drop the images into the dataset folder, 

it requires at least 15 images and a maximum of 30 images to 

train a better quality LoRa, the number of images will affect the 

training repeat later the training process. After the datasets are 

ready, then we can click the label button to label the action of 



the image with the activation tag, which will be used to activate 

the LoRa when generating daily post. 

 

Example of the labeled data: 

1. oppenheimer, a man in a suit and tie posing for a picture 

2. oppenheimer, a man in a hat and suit posing for a picture 

3. oppenheimer, a man sitting in a chair smoking a cigarette 

Activation tag is “oppenheimer” in here. 

 



 

Figure: Data Labeling Interface that using Oppenheimer as an example 



3. Train LoRa 

After all the images and labels are ready, then we can move 

on to train the LoRa. First, we have to select the corresponding 

dataset folder, it consists of all the folders that we built in the 

Data Labeling page. Next, we select the corresponding image 

resolution of the dataset. Since our program is all running on 

local machines, it requires a GPU with large ram size to train it. 

In the example below, the GPU is using GeForce RTX 3070 Ti 

with 8GB ram, but as you can see it takes a long time to run so. 

We suggest 512 resolutions with 8GB ram and if you have more 

ram then you can enlarge the resolution size. For the number of 

repeats, it is better to set in between 200 – 400 with the 

number of images times the number of repeats. For example, if 

I got 20 images in the dataset folder, then I should set the 

number of repeats between 10 to 20. 

 



Figure: LoRa Training Interface that using Oppenheimer as an example 

 

Figure: The training process at the backend 

 

4. Create Profile 

Since each page has its own function, we will create a 

profile to connect all the fetched information, dataset and 

trained LoRa, so that we can simply use the celebrity profile to 

generate content. 



 
Figure: Profile Creating Interface that using Oppenheimer as an example 

 

5. Generate Post 

In the final state, we can generate the Daily Content with 

selected profile. The sidebar section allows the user to pick 

which profile to be used, and also other parameters that 

related to image generating, we utilized the stable diffusion as 

the image generator, also since our image generate targets are 



all celebrities which are real person. Therefore, we mainly use 

the base model “realistic-vision-v51”[24]. The user can also 

config the following parameters: 

1. LLM model that going to be used to generate the content 

2. Diffusion model’s sampler (Default: DPM++ 2M Kerras) 

3. Image generating steps (Default: 20) 

4. Image DFG Scale (Default: 8) 

5. The generated image’s width and height (Default: (512, 

768)) 

6. Enable Hires 

7. Hires Scale (Default: 1.5) 

8. Denoising Strength (Default: 0.7) 

9. Hires. Upscaler (Default: Latent) 

All parameters are being well selected as default and it is 

fine to run with these parameters. 

 

In the main content of the page, user can set extra positive 

and negative prompt for the image. Once these are all settled, 

then the user can simply click the “Generate Post” button to 



generate daily content. As we can see from the image below, 

the image, daily content will be shown, and the past generated 

content will be stored into the profile and allow generating 

different content in every day. Apart from those, the metadata 

of the whole process will also be shown in JSON format. 



 
Figure: Profile Creating Sidebar that using Oppenheimer as an example 



 

Figure: Profile Creating Interface that using Oppenheimer as an example 



6. Experiment 

The primary aim of our study is to assess the proficiency of 

models cited in diverse scholarly articles, in replicating human-

evalike behavior. For a more precise evaluation, we have opted 

to concentrate on a real individual in this study. This 

methodology is employed to overcome the difficulties 

encountered by evaluators in comprehending the background, 

cognitive style, and writing mannerisms of a specific celebrity, 

particularly when their familiarity with the celebrity is 

restricted. By selecting a real person as our subject of study, we 

strive to measure the model’s aptitude in mimicking human 

communication patterns with greater accuracy. 

 

 

 

 

 



6.1 Baseline 

In this experiment, we will evaluate not only our project’s 

model but also several other models proposed in various 

research papers, all with the aim of testing their ability to mimic 

a real person. 

 

6.1.1 Introduction 

We are going to use four models as the baselines, they are 

GPTs from OpenAI, two-stage Role Play Prompt from the paper 

Better Zero-Shot Reasoning with Role-Play Prompting [24], 

RoleGPT from the paper RoleLLM: Benchmarking, Eliciting, and 

Enhancing Role-Playing Abilities of Large Language Models and 

the prompt used in Does GPT-4 Pass the Turing Test [25].  

 

1. GPTs 

Introduced by OpenAI in November 2023, GPTs is a 

groundbreaking feature that enables users to create custom 

versions of ChatGPT for specific applications and share them 



publicly via the GPT store. Users can create their own GPTs by 

simply conversing with the GPT in natural language to establish 

instructions while providing different information as 

knowledge. Given this, GPTs have the potential to imitate a real 

person when some of the person’s data is provided as 

knowledge. 

 

2. Better Zero-Shot Reasoning with Role-Play Prompting 

This paper presents a novel role-play prompting 

methodology, strategically designed to conduct a two-round 

dialogue process. The LLM deepens its understanding and 

persona by elaborating on its assigned role in the first round, 

while the second round elicits the model’s response to the 

proposed reasoning query. The authors also evaluate the 

performance of role-play prompting under a zero-shot setting 

and even a zero-shot Chain-of-Thought structure. They found 

that their models can surpass the zero-shot prompting when 

evaluated on twelve diverse reasoning benchmarks, such as 

symbolic reasoning. For instance, accuracy on AQuA increased 



from 53.5% to 63.8%, and on Last Letter from 23.8% to 84.2%. 

Given these findings, we plan to develop a model using role-

play prompting for the experiment. 

 

3. RoleLLM: Benchmarking, Eliciting, and Enhancing Role-

Playing Abilities of Large Language Models 

This paper signifies a crucial progression in the field of 

LLMs, specifically focusing on improving role-playing abilities. It 

comprises Role Profile Constructions, where 100 profiles of 

roles are created to cover a wide range of personalities in 

English and Chinese scripts. The Context-Based Instruction 

Generation uses GPT to generate high-quality QA pairs for 

extracting role-specific knowledge and memories. RoleGPT is 

used for simulating the roles with lexical consistency and 

dialogic fidelity by considering real persons as different roles, 

we can use RoleGPT to simulate them by slightly adjusting the 

settings. 

 

 



4. Does GPT4 pass the Turing Test 

This research paper aims to test the intelligence of GPT3.5 

and GPT4 with different prompting style using Turing Test. For 

the implementation of this paper, it used zero-shot single 

prompting methodology with providing the evaluation scenario, 

special instruction for guiding the imitation and some mimic 

variables that human may discover them to be an LLM but not a 

real human. 

 
Figure: example prompt from the paper “Does GPT-4 Pass the Turing Test” 



6.1.2 Results 

 Since most of the models proposed have not released their 

model. We will try to recreate them using their mentioned 

ideas. Here are the results of different models 

 

1. GPTs 

Since GPTs is released recently, we can directly create a 

model imitating a certain after giving their information. Here is 

the example of the GPTs simulating Billy after giving his 

background information and summary. 

 



 

 
Figure: Example using GPTs to imitate somebody 

 



2. Better Zero-Shot Reasoning with Role-Play Prompting 

We need to recreate the model proposed in the paper using 

LangChain. This involves a two-stage role-play prompting 

procedure. A sequential chain can enable the LLM to generate a 

response that imitates a real person using this procedure. 

Initially, in the first chain, which is to generate the sample role-

feedback prompts, we need to modify the user prompt to 

include the person’s background information. This allows the 

LLM to familiarize itself with the person before generating the 

role-feedback prompt. Subsequently, the user’s prompt and the 

questions for the LLM to respond to will be incorporated into 

the Human Message Prompt, while the generated feedback will 

serve as the System Prompt in the next chain for the simulation 

part. Ultimately, we can combine them into a sequential chain 

to automatically generate the response given the person’s 

background information. 

 



 

Figure: Better Zero-Shot Reasoning with Role-Play Prompting’s two-stage prompt 

setup 

 

 

 

 

 

 

 



Figure:  Two-stage prompt recreation with our evaluation system 

 

We have added the “background_info” for letting the LLM 

know more about the person before generating the description, 



and the “questions_string” template is the string containing the 

questions for LLM to answer by imitating the person. 

 



Figure:  The generated response using gpt-3.5-turbo 

 

3. RoleLLM: Benchmarking, Eliciting, and Enhancing Role-

Playing Abilities of Large Language Models 

Regrettably, the RoleLLM models, RoleLLaMA for English 

and RoleGLM for Chinese, have not been released yet. 

Therefore, we can only implement another model, RoleGPT, 

provided in their paper by conducting the context-instruct 

process for generating high-quality QA sets for the simulation 

and then using the result and the prompt technique provided 



for high-quality simulation. Fortunately, the above process can 

also be implemented by LangChain. This involves three major 

parts: person description generation, context-instruct process 

for generating QA, and the simulation process. 

 

In the description generation, we use a sequential chain 

where the first chain contains the system prompt as setting, the 

human prompt as the input of the real-person background 

information, and the second chain is for converting the 

description generated from third person to second person. The 

person’s description will be generated given their background 

information. 

 

In the second part, it can be done simply using a single 

chain with their provided prompt example. However, their 

experiment is using LLM to simulate celebrities and fictional 

characters while our evaluation is for simulating real people. 

Some parts, such as the role’s script, cannot be used and the 

description of the person is needed as the LLM has no idea who 



they are without providing them. 

 

After the QA is generated, we are going to use the Few-Shot 

Dialogue Engineering proposed in the paper for the simulation 

process. The idea is to separate each question as a user prompt 

and their corresponding answer as an assistant prompt. While 

the last user prompt will be those questions for the LLM to 

generate the responses by simulating the person. This can also 

be implemented by another single chain. 

 

Here are the prompt examples provided in the paper: 



Figure: Description Prompt provided in the paper 

 

 

Figure: QA Prompt provided in the paper 



 

 
Figure: Imitation Prompt using Few-Shot Dialogue engineering provided in the paper 

 

Here are the recreation parts: 

 



 
Figure: Part of generation description1 

 

 

 
1 We skipped the catchphrase generation because the targets are not celebrities and frictional 

characters who have many catchphrases. 



 

 

 
Figure: The part that to generate QA2 

 

 

 
2 We have added the input description and remove the role script inside the prompt to make it more 

suitable for generating the real-person’s QA 



 

 

Figure: The part for imitation 

 



 

 



Figure: Result generated using GPT3.5 

 

4. Does GPT-4 Pass the Turing Test 

Since the prompt already provided a solid prompt 

instruction to the LLM and perform an imitation, but the role 

that the LLM is imitating is not specified. Therefore, we 

included our real person’s questions and answers pairs as the 

role background. 

 

 

Figure: modified prompt structure with provided real person’s background 

information 

 

 

 



Here are the results generated: 

Figure: ”Does GPT Pass the Turing Test” Result generated using gpt-4-turbo 

 

6.3 ELIZA effect 

The ELIZA effect is a phenomenon where humans tend to 

attribute human-like intelligence and comprehension to 

computer programs, particularly those that simulate human 

conversation [26]. This effect demonstrates that individuals can 

readily perceive sophisticated communication from AI systems, 

even when these systems are based on simple algorithms and 

lack genuine understanding. For instance, individuals may 



believe they are conversing with a real person, even though it’s 

merely a chatbot echoing their ideas from previous responses 

without grasping the true meaning behind the sentences. 

Therefore, using the Turing test for measuring the imitation 

power of LLM may undermine this effect.  

  

In the context of evaluating language models like GPT-3 or 

its successors, the ELIZA effect poses a significant challenge to 

the validity of tests like the Turing Test. The Turing Test 

assesses an AI's ability to exhibit human-like intelligence in 

conversation, with the assumption that failing to distinguish the 

AI from a human indicates human-level intelligence in the AI. 

However, the ELIZA effect suggests that humans might be 

prone to overestimating an AI's intelligence, mistaking surface-

level mimicry for genuine understanding.  

   

To mitigate the ELIZA effect in our evaluation, a distinct 

approach is employed: instead of continuous, open-ended 

conversations where the effect is more likely to manifest, we 



present evaluators with discrete sets of questions and answers. 

This method allows for a more objective assessment of the AI's 

capabilities, focusing on specific, measurable responses rather 

than the broader, more subjective experience of a 

conversation. By breaking down the evaluation into these 

discrete components, we aim to reduce the likelihood of 

human evaluators being misled by the superficial appearance 

of understanding and to provide a more accurate measure of 

the AI's true linguistic and cognitive abilities.  

   

This approach recognizes the limitations of traditional 

Turing Test methodologies in the era of advanced language 

models and seeks to provide a more nuanced and reliable 

framework for evaluating AI intelligence. While the ELIZA effect 

remains an important consideration in the broader context of 

AI development and human-AI interaction, this structured 

evaluation method aims to minimize its impact, focusing 

instead on the specific, demonstrable capabilities of the AI 

system in question.  



6.4 Evaluation 

6.4.1 Running 

The experiment will be conducted in multiple rounds for 

testing different baselines. Each round will consist of a ‘Human-

sided Group’ featuring a real person named “Tom” for example, 

and an ‘LLM-sided Group’ comprising various LLM models from 

the same baseline mentioned before. These models will 

attempt to mimic Tom. Additionally, GPT-4 will serve as the 

question generator for the experiment. To assess the responses, 

we have formed an Evaluation Team consisting of individuals 

who are either Tom’s close friends or people who know Tom. In 

every round, both the Human-sided and LLM-sided groups will 

respond to the 10 questions posed by the specific question 

generator. After all the models generating their corresponding 

results, we will shuffle the result by selecting one of the 

model’s responses for each question randomly. After that, both 

the response from Tom and LLM will be presented at the same 

time in the Google Form and the evaluation team will try to 



choose which one is answered by the real person while 

evaluating them based on various aspects. 

Figure: Prototype of the experiment 

 

Figure: Evaluation Form Sample 

 



6.4.2 Test Group 

The test group for our experiment will include a set of 

individuals who are either closely acquainted with each other 

or just familiar with them. Before the commencement of the 

experiment, all participants in the test group will be required to 

provide a summary about themselves, which will be used as 

background knowledge for the models. During the experiment, 

the models from a certain baseline will aim to mimic one of 

these individuals while the remaining members of the group 

will evaluate the responses. Each participant will take turns 

being the subject of simulation by the baselines, ensuring that 

all the baselines can be evaluated. 

 

6.4.3 Question Aspect 

The questions posed in the experiment will be of two types. 

The first type will be general questions that inquire about the 

individual’s habits, hobbies, and general lifestyle. The second 

type will be more specific and tailored to the background 



information provided by the participants. For instance, if one of 

the participants is a computer science student, questions like 

“What is your favorite programming language?” may be 

included to test the model’s ability to accurately reflect the 

individual’s personal interests and knowledge. Moreover, since 

LLMs have the tendency to answer the questions with a 

detailed elaboration like an expert while human may answer 

them in short. The evaluation team can easily identify the 

answers based on the answer length. In view of this, we have to 

setup different question types that can ensure both human and 

LLM answer them in long (30-60 words) to prevent evaluations 

identify them in terms of length while maintaining some 

variance for the length of the answer to show the thinking 

behind the answer. 

 

We used this approach to generating these questions was 

due to two critical realizations when just generating the specific 

questions only. Firstly, it became evident that some of these 

questions from certain question types were challenging for 



person to answer, potentially due to their highly specialized 

nature. For example, a question like “In what ways did the 

theoretical insights of James Clerk Maxwell influence 

contemporary perspectives on the nature and observation of 

the universe?” is generated for a university student studying 

physics. Moreover, we also observed that some specific 

questions generated by the LLM were not closely related to the 

person’s background information after generating sets of 

questions as experiment. This mismatch indicated a need for a 

more balanced approach that included general questions to 

provide a broader, more accessible context for both the LLM 

and the human evaluators.  

 

 The strategy introducing general question types aims to 

provide a more holistic view of the individual's personality and 

interests while ensuring that the questions are answerable and 

relevant. 

 

Meanwhile, realizing those general question types are 



independent of the person’s background. We will preprocess 

the general questions by first generating 5 questions for each 

type using LLM, resulting in 5 lists storing those questions. 

Later, whenever the question set is required for certain person, 

questions will be randomly picked from each of the list, 

resulting in 5 questions covering all the general question types. 

 

For specific questions, questions will be generated after LLM 

reads the person’s background using the prompt below to 

ensure they are based on all the specific question types. 

 

Figure: Types of general Questions 



Figure: Types of Specific Questions 

Figure: Prompt for generating General Questions 

 



 

 

Figure: Prompt for generating questions for the targets 

 

  



6.4.4 Evaluation Criteria 

The evaluation of the experiment will be based on three key 

aspects:  

  

- Correct Identification: One of the critical measures of 

success for this experiment is the rate at which the 

Evaluation Team correctly identifies the real responses 

from Tom, as opposed to the AI-generated responses. This 

metric will provide insights into the convincing nature of 

the AI models in mimicking human responses. 

 



6.4.5 Experiment Results 

  

We evaluated 3 baseline models this semester, including 

from the research paper “Better Zero Shot, “Does the GPT Pass 

the Turing Test” and “Role GPT”. We received 270 responses to 

do the evaluation. Since the GPTs has the potential to get a 

better result and it was just released a few months ago. 

Therefore, we don’t have any baseline that is related to GPTs, 

also our team need to carefully design and construct the GPTs 



to release the power of GPTs. Hence, we were excluded from 

evaluating GPTs this semester.  

 

We defined Success Rate (SR) to be the rate that the LLM 

can imitate a real person well and misleading evaluation team 

to identify which answer is generated by the human side. From 

Table 1, we can see that gpt-4-turbo only performed worse than 

gpt-3.5-turbo in the baseline “Role GPT”. Also, gpt-4-tubo 

performed best in the “GPT4 Turing Test” and reached 0.517 SR. 

 

Apart from the Success Rate of two different LLM models, 

we defined two types of questions type before which is the 

general question type and the specific question type. From 

table 2, we can see the SR of LLM in different types of 

questions, LLM perform worse in “Creative Conceptualization”, 

“Logical Questions”, “Philosophical Questions” and “Problem-

Solving Questions”, it varies from 0.194 SR to 0.266 SR. 

However, it performs better in “Logical Questions”, It reached 

0.401 SR. From this observation, it is quite different surprising 



since LLM is not performing well in logical questions form a lot 

of research paper such as “Chain of Thought”, “Tree of 

Thought”, “Self-Consistency”[28], etc. Those research papers 

proposed different prompting method to enhance the 

reasoning ability of LLM. For the reason why the SR of “Logical 

Questions” is that high is probably the human side’s answer 

tried to explain it “too hard” while comparing to the LLM side’ 

answer, since it is zero shot prompting to answer to question, 

also we didn’t include any reasoning strategy that enhance the 

answer. It led to a huge difference between the two answers. 

For example,  

 

Question What pattern do you see in the sequence 2, 12, 36, 80, and what is 

the next number? 

Human Compare to square sequence [1, 4, 9, 16, ...], the sequence [2, 12, 

36, 80] is just multiplying with [2, 3, 4, 5] elementwisely. We get the 

pattern of (n + 1) * n ^ 2 for the n-th term for n = 1,2,3, ... Since the 

next number is the 5-th term, and 6 * 5 ^ 2 = 150, the next number is 

150. 

LLM looks like n^3 - n, so next is 6^3 - 6 = 210 

 

The reasoning of explaining “too hard” makes the 

evaluation team think that it is generated by the LLM thus 

causing the SR to be high in “Logical Questions”. 



 

From table 3, we can see that LLM perform worse in “In-

depth Personal Questions”, “Emotional Question” and “Interest 

Questions” with 0.180 SR, 0.280 SR and 0.295 SR separately, but 

it reached 0.472 SR and 0.483 SR in “Question about the 

future” and “Insightful Questions”. One possible reason that 

LLM performing well in these questions is that these types of 

questions are more related to the extension of idea and 

thought which mean it is not like some knowledge-based 

background question such as “Interest Questions” and “In-

depth Personal Questions”. It reveals that LLM is acting well in 

imitating the person's idea and thought strategy through the 

provided data. 

 

  



7. Conclusion 

This project represents a significant stride in the field of AI, 

particularly in simulating human personalities using natural 

language processing. We successfully developed an intricate 

Imitation System that, through various prototypes, refined its 

ability to mimic the nuances of celebrities' communication 

styles and thought patterns. Our methodical approach, from 

data collection to the generation of QA sets, and the 

implementation of multiple prototype versions, have 

collectively contributed to the advancement of AI's role-playing 

capabilities. This endeavor not only demonstrates the potential 

of AI in replicating human-like interactions but also sets a 

foundation for future innovations in digital content creation and 

interactive AI systems. The experiment, blending different AI 

models and methodologies, offered a comprehensive 

assessment of our system’s effectiveness, underscoring the 

importance of continual evolution and adaptation in AI 

technologies. Looking ahead, the possibilities for expanding and 



enhancing these systems are boundless, promising an exciting 

future in the realm of AI-assisted digital communication and 

personality simulation. 

 

  



8. Future Work 

We have done an imitation system in the first semester, but 

we have realized that the speed of generating the respond is a 

bit slow due to the complex Chain of Thought structure for 

better simulation. In view of this, we may try to invest in a 

better imitation system in terms of the generation speed while 

maintaining the quality of the generated response.  

 

Another thing that we are going to do is to run our project 

into different social media platform like Twitter, Instagram and 

so on for generating daily post (implemented in the demo part), 

interacting with different users by reading and responding the 

commends, commenting different topics like news using the 

celebrities’ idea and so on. We think that it will have interesting 

results when interacting with different people. 

 

Furthermore, we could construct a GPTs baseline to see 

how it performs in imitating the real person, plus collecting 



more evaluation results to raise the data accuracy in 

population.  

 

Apart from that, we may also deploy our applications to 

cloud services so that we don’t have to consider the GPU 

problem and we may build a better user interface rather than 

using “Streamlit” which is a python library that provide a fast 

built-up user interface. 
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