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Abstract

Cantopop is very special compared to other types of pop music like English pop,
Mandarin pop, J-pop, etc. It’s because the lyrics of Cantopop need to follow the
tone-melody matching mechanism which make producing Cantopop unique and

difficult.

Due to the recent state-of-the-art (SOTA) performance in the field of Natural
Language Processing (NLP) using different machine learning techniques. This
project aims at proposing a tone-based lyrics generation approach that apply
machine learning to train a model which take tone as the input and generate lyrics
matching the tone input as the output in order to assist Cantopop lyrics composition
under the limitation of tone-melody matching mechanism. After setting up the
approach solving the limitation of tone-melody matching mechanism, extra
controllable attributes are added to the model in order to let user control the
direction of the content of the generated lyrics when the model comes to practical

use.

Bart model will be constructed to implement the lyrics generation approaches and a

web application will be developed for public to use to generate the lyrics.
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1. Introduction

1.1 Overview

In recent years, many tasks that was considered as impossible for machine to
achieve are finally overcame including but not limited to beating the world’s best
go player, having a bot who talks like a human or even looks like a human, etc. One
important reason for such rapid improvement is definitely machine learning.
Machine learning gives the power to machine to learns and acts like a human or

even overtakes human.

Creative industries have been considered another field that is impossible for
machine overtaking human as many people think that machine doesn’t have the
creativity as human. However, due to the increasing power of machine learning, the
performance of machine in this field gets better and better as well. It’s hard to
expect how far can it reach. It is believed that the day the machine can beat human

even in creative industries will finally come.

Applying machine learning into NLP tasks is a popular topic recently. This gives
machine the ability of understanding human language which help machine
performs better in the field of creative industries. Lyrics composition is one of the
NLP tasks as well as one important creative industry. This project focuses on
utilizing the power of machine learning to generate meaningful and high-quality
Cantopop lyrics under the limitation of Cantonese feature, the tonal system. This
report demonstrates the process of this project in this year and this chapter gives a

brief introduction to the topic.



1.2 Motivation

Cantopop refers to the songs and music videos created by the Hong Kong music
industry. Back to 70s-90s, Cantopop is extremely famous among the worlds.
However, since 00s, Cantopop industry starts to decline and the voice about the
industry is dead keep rising. Cantopop gradually lost its influence in the mighty
torrent of history [20]. I grew up with Cantopop and hence I become a Cantopop
lover due to my culture background. Cantopop is the collective memory of all
Hongkongers and it’s our valuable local culture. Therefore, that’s the reason I want

to make contribution to Cantopop.

Lyrics composition is always the most difficult part in Cantopop creation. However,
due to the increasing power of machine learning in the field of natural language
processing (NLP), we can apply machine learning to different kinds of NLP tasks
including text-generation which can produce a better and better result in recent
years. This encourages me to use a machine learning approach to do the Cantopop
Lyrics Composition to increase both quality and quantity of Cantopop lyrics and

also lower the barrier of entering the field of writing Cantopop lyrics.

Therefore, I want to utilize the power of machine learning to make contribution to
the culture of Cantopop because of my interest on Cantopop and the increasing

power of machine learning on handling NLP tasks.

1.3 Objective

The final goal of this final year project is making use of the machine learning
technique to build a model to assist the Cantopop lyrics composition tasks. As
Cantopop lyrics composition is extremely difficult with the limitation of melody
matching the tone of lyrics. Therefore, this project aims at developing a system that
can generate Cantopop lyrics under the tone limitation. In addition, the model
should also be controllable when it comes to practical use. Specifically, when users
input the title/keywords or some partly finished lyrics with the tone of the lyrics,
the system can generate some sample lyrics to user and the lyrics should be related

to the controllable attributes match the input tones.



2. Background

2.1 Nature of Cantonese and Cantopop

Cantonese is a kind of tone languages which means that there is a specific tone
representing a unique pitch associated to a word. A tone language uses pitch to
distinguish between different words and meanings [14]. When the tone of the word
is different, it may represent a totally different word even the syllable is the same.
In the system of Cantonese, there is a saying , “nine sounds and six tones” (JLE 7~
). We can loosely treat it as six distinct pitch contours in Cantonese [17] which
means that there can be 6 (or even 9 if treat it strictly) different meaning with the
same syllable. Figure 2.1 gives a description of six tones, explaining the pitch

contours of them.

Tone 1: High flat. Equivalent to the first tone in

1 .
- 5 Mandarin.

2 Tone 2: Rising, like you're asking a question.

4 Equivalent to second tone in Mandarin.

3 Tone 3: Flat mid-pitch, lower than first tone.
o 3 Unique to Cantonese.

6 Tone 4: Low falling. Starts with low tone and
» 2 drops. Similar to the Mandarin fourth tone.

4

Tone 5: Low rising. Similar to second tone in

1 Mandarin, but lower.

Tone 6: Low level. Similar to third tone in

Mandarin, but lower. m

Figure 2.1: General Description of six Cantonese tones

Source: [17]

Fgure 2.2 gives the example how the same syllable with different tones gives different
word and meaning. Each word is combining the syllable ‘fan’ and tone from 1 to 6.

This kind of representation is called Jyutping representation.



fan1 fan2 fan3 fan4 fanb  fan6
=5 o) 2 i) = %3

= ]

Figure 2.2: 6 words having same syllable with 6 different tones

One important feature of Cantopop compared to other types of music like Mandarin
pop and English pop is the association of tonal system of Cantonese which is called
tone-melody matching mechanism [25]. Therefore, it’s extremely important to
matching the lyrics to the pitch of the song. If the pitch of the song doesn’t match
the tone of lyrics. The song is basically not understandable. Someone may ask why
there isn’t such limitation in Mandarin pop while Mandarin is also a tone language.
The reason is that the nature of 4 different tones in Mandarin is difficult to
construct a complete music scale while the tone in Cantonese is able to construct a
Tetratonic Scale (4 notes) [21]. Therefore, if the lyrics can’t match the pitch of the
song, it’s basically not understandable. Because of nature of Cantonese, it’s
extremely difficult to do lyrics composition in Cantopop. Below figure shows an
example illustrating the situation when the tone not matching the melody:

This is a lyrics line from a Hong Kong famous kid’s song with Jyutping

representation:

Onginal Lyrics

ngos mund si6  faaid lok6 dikl houl ji4 tungd ngol mund tinl tinl jarl heil gol coengs3

% fi & & 25 F 2 E = nxXX—&2 & B
(We are happy good children. We are singing together every day) l

Music Notation

4 [r—r— . =0
ESis===c=—c=rc—uc .:;@JHrU.gJ

Lyrics that match the melody l

ngol mun3 si6  faai3  lok3 dik6 houl ji5 tung3 ngol mun6 tinl tinl jatl heil go3 coengl

b & £ & % F F HE F B B XX — 8 B &

(not translatable)

Figure 2.3 Example of fitting lyrics with unmatched tone into the melody
10



From Figure 2.3, we can see that if we force the lyrics to match melody, the lyrics
will become some other words with the same syllable but different tone which can’t

express the origin meaning of the lyrics at all.

Due to such nature of Cantonese, most of Cantopop is created based on the music-
first lyrics-second order. Because creating melody based on the lyrics under the
limitation of tone-melody matching mechanism greatly restricts the variation of the

music. Here is a general step for a Cantopop lyricist to write lyrics:

1. Convert the melody to the tones of Cantonese based on the pitch of the music
notes.

2. Fill in the lyrics that match the tones.

Figure 2.4 shows an example how a Cantopop lyric is writing with the above steps.

Mumbered musical notation

17/632217|7--65(417765/5

®

Se 212 368 12 521 15

Tone l
Lyrics l
B ESE B8 it #EES 2T

(Who drank the alcohol that night, that's why | talk too much)

Figure 2.4 Example of the steps to write Cantopop lyrics

This project mainly focuses on the second step to help lyricist fill in lyrics that match

the tones.

11



2.2 Machine Learning and Natural Language Processing

Both Machine Learning and Natural Language Processing (NLP) are subfields in
Artificial Intelligence (AI). NLP aims at helping machine to understand and
analyze human languages. NLP tasks include but not limit to [15]:

1) Machine Translation

2) Text Summarization

3) Auto-Predict

4) Natural Language Generation

Applying machine learning is a common approach in NLP. Particularly in recent
years, machine learning plays a very important role in the field of NLP. Given the
power of deep learning that largely increase the learning ability of machine,

applying deep learning techniques greatly rapid the development of NLP as well.

Here introduces several machine learning approaches that play an important role in
NLP:

1. Recurrent Neural Network

2. Long short term memory network (LSTM)

3. Transformer

NLP is applied to many things in our daily life nowadays. Some well-known

application would be Siri, google translate, etc.

This project aims at utilizing and exploring the ability of the machine learning on

Cantopop Lyrics Composition which belongs to the field of NLP.

12



2.3 Model Architecture

Several model architectures related to this project are introduced below. They are

some popular architectures that perform very well in the field of NLP.

2.3.1 Recurrent Neural Network (RNN)

RNN is a kind of neural networks that is good at handling sequence. Text is also a
kind of sequence data and hence, RNN is a popular way for doing NLP tasks. A
common problem of other kinds of neural networks is that these types

of networks take fixed-size inputs and give out fixed-size outputs [16]. Consider a
simple NLP task like text summarization, the model generates summary given a
articles input. The model should accept articles with different length and produce
corresponding summaries with different length as well. Therefore, those networks
with fixed-size inputs and outputs are not suitable for handling NLP tasks. RNN is
the network that can accept different length of inputs and generate different length
of outputs. Another issue of traditional neural networks handling sequence data is
that they can’t “remember” the information of previous input. Only current
information is used to do future prediction for traditional neural

network, and it’s dumped immediate after it’s used. RNN can track the information

of previous inputs because the information is keep passing to next layers inside the
[ 1,

networks [19].

&) ® &)

Figure 2.5 RNN Architecture
Source: [28]

Above figure shows a basic architecture and working principle of an RNN. The
architecture is relatively simple, whole RNN is chained with many simple modules

13



which contain a simple layer responsible for calculating the state of current input.
For a sequence data, RNN will read from the start of sequence, keep updating the
cell state given the processed input partition and pass the information as vector
sequence to the next module. For example, when an RNN is processing a sentence
with 10 words and it is reading the 5" word, the RNN will update the cell state
given the information of previous 4 words. Consider a person reading a

sentence, he will keep processing the sentence word by word from left to

right, keep updating his understanding till the end of the sentence. The working
principal of RNN is pretty much the same as a human reading a sequence data. That
is one reason RNN performs that well in the field of NLP.

Although remembering previous information is one big advantage of RNN, there is
also one big limitation for RNN. RNN can only remember short-term
dependencies. Once the sequence is long, the networks may not be able to depend
on the information that’s far away from current position as it’s already lost through
time [19]. Consider reading an article with three paragraphs, although the contents
of the third paragraph may be depending on the contents of the first paragraph, we
may not be able to remember the information of the first paragraph and hence,

we have to read it again to gain the information. It’s one big constraint of RNN that

it can’t remember long-term dependencies.

14



2.3.2 Long Short Term Memory network (LSTM)

& t 6%

f I8
o (LA

I I
&) o &)
Figure 2.6 LSTM Architecture
Source: [28]

LSTM is a modified version of RNN to deal with the problem of poor ability of
RNN remembering long-term dependency. The above figure shows a modified
architecture compared to RNN. LSTM is still chained modules by modules but

within each module, things get much complex compared to RNN module. To put

things simple, what each module of a LSTM doing is that by setting different gates,

the network is able to decide what information to be kept, removed, updated and
outputted [28]. We can see that there are four different layers colored in yellow
within a module. They are gate layers to decide the flow of the information,
followed by corresponding operations colored in pink. This is the main idea how
LSTM handling the information in order to achieve the function of remembering

long term dependencies.

15



2.3.3 Transformer

Although there are some variations of RNN to solve the limitation of RNN, there are
still some big limitations thar are hard to solve due to the nature RNN structure.
Parallelization has always been one big problem of RNN. As describe above, as RNN
read the sequence data in a sequential manner just like human reading a sentence, so
the way of RNN handling the data must be linear, from the start of sequence to the
end of sequence. Due to the disability on parallelization, the computation speed is

slow with RNN structure [23].

Also, even LSTM seems to be able solve the long term dependencies problem, but
still, the data is processed in a sequential manner. As a result, once the sequence is
getting longer and longer, and the information is passed layer by layer and being

processed with different operation, the information will be lost eventually [23].

However, there is a very important breakthrough to solve the above problems of
RNN. A new mechanism called Attention mechanism is first proposed by Bahdanau et
al. in 2015 [16]. Put it in simple, attention mechanism is calculating alignment score
between input and output by passing matrix of vector of the hidden states instead of
just passing the last single vector compressed all the information in traditional RNN
model [29]. However, attention mechanism is applied only between encoder and
decoder initially which still keeping the RNN structure within encoder and decoder.
Therefore, in 2017, a model structure called Transformer is proposed in the paper
“Attention is all you need” by Google which utilizes the power of attention
mechanism by applying it to the encoder and decoder as well and totally gives up

RNN structure [5]. This is called self-attention mechanism.

16



1

Figure 2.7 Self-attention mechanism working principle

Source: [26]

The above figure generally describes the working principle of self-attention
mechanism. For a sequence data, it’s not handled in a particular order. Instead, all
input is handled at the same time which achieve parallelization that RNN unable to
achieve. Each input x' is converted three different vectors. They are query vector g,
key vector k', value vector v' [26]. These three vectors are used to calculate the
attention scores of each input to decide how much attention should an input put to

other inputs.

17
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didn't didn't
Cross Cross
the the
street street
because because
it
was was
too too
tired tired
The The
animal animal
didn't didn't
Cross Cross
the the

street street

R"""‘-s.._\_
because — because
it

Was Was
too too
wide wide

Figure 2.8 Self-attention mechanism visualization

Source: [27]

Above figure is a simple example illustrating the self-attention mechanism. The line
connecting between two words meaning the attention of a word putting on another
word and the darker color meaning a higher attention scores. We have two sentences
here. The animal didn’t cross the street because it was too tired and the animal didn’t
cross the street because it was too wide. These two sentences only differ in one word,
tired and wide, but they are illustrating different meanings and hence, “it” in two

sentences are actually referring to different words. In this first sentence, “it” refers to
18



animal as the sentence is illustrating the animal was too tired. In the second sentence,
“it” refers to street as the sentence is illustrating the street is too wide. The power of
self-attention mechanism is that it can correctly put the attention to the word that it

actually refers to.

Qutput
Probabilities
Linear
-
l Add & Norm h\
Feed
Forward
4 N\ Add & Norm
_ .
£ad & o Multi-Head
Feed Attention
Forward I ) Nx
—
Nix Add & Norm
f—>‘ Add & Norm l Yi5cken
Multi-Head Multi-Head
Attention Attention
At ) XAt )
So— J \ e/
Positional D ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 2.9 Transformer Architecture

Source: [5]

The above figure shows the model structure of Transformer which apply self-
attention mechanism. The left part is the encoder, and the right part is the decoder.

For the encoder part, each encoder layer consists of two parts which are self-
19



attention layer and feed-forward neural network which are responsible for
calculating and outputting the attention score of the input sequence. In each
decoder layer, it consists of one more part called masked attention layer which is
responsible for calculating the attention score of the generated output. Finally, the

probabilities of next output will be calculated based on the attention outputted [24].

2.3.4 Bert

BERT stands for Bidirectional Encoder Representations from Transformers. We can
know it from the name that Bert is a variation of Transformer. Bert dumps the decoder
part and construct the model using Bidirectional Encoder [7]. In such way, we can
train the model in an unsupervised way to learn the representation while transformer
still requires labeled dataset to train the model in a supervised way. Therefore, Bert is
considered a language model while transformer is a kind of sequence-to-sequence

model.

ﬁp Maak LM Mazk LM \
& *

BERT N

(=)= - @ EIIEI
Masked Sentence A - Masked Senterice B Cuestion > Paragraph
\ Unlabeled Senence Aand B Pair Question Answer Pair

Pre-training Fine-Tuning

Figure 2.10 Bert working philosophy
Source: [7]

The above figure illustrates the working philosophy of Bert which utilizes the
power of pre-training and fine-tuning. The true power of Bert is that a pre-trained
Bert model which well-learn the representation of the data, can be easily fine-tuned
for different NLP task with only adjustment on the structure, which is mainly the

adjustment on the final output layer to fit the output requirements of different tasks.

20



2.3.5 GPT

GPT stands for Generative Pre-trained Transformer. We can know it from the name
that GPT is another variation of Transformer which also focus on utilizing pre-
training and fine-tuning. The different between Bert and GPT is that Bert is an
encoder-only transformer-based model while GPT is a decoder-only transformer-
based model. Same as Bert, GPT is considered a language model as it can be trained
with unlabeled data in an unsupervised way. Consider the original transformer, the
decoder of transformer is used to generate next output based on the previous input.
Therefore, the working principle of GPT is an auto-regressive model which is actually
doing next word prediction i.e., a one direction model that predict the next output
from left-to-right.

Classification | Start | Text | Extract |J-| Transformer H Linear |

Entailment | Start | Premise | Delim | Hypothesis | Extract H—-{ Transformer |——| Linear |

| Start | Text 1 | Delim | Text 2 ]Exllacl| Transformer
Similarity +)—-| Linear

| Start | Text 2 | Delim | Text1 |Ex|rac: H—i Tra.nsforrner| T

®

12x

| Start | Context | Delim | Answer 1 |EKUECI [|—°1 Transformer |“'| Linear

Multiple Choice| Start | Context | Delim | Answer 2 ‘Emacr |_ Transh Linear

| Start | Context | Delim | Answer N |Exlract |-| Transf }.| Linear

Figure 2.11 GPT Architecture
Source: [10]

The above figure illustrates the structure and working principle of GPT, we can see
that the only different between GPT and the decoder part of Transformer is that one
self-attention layer is taken off as there isn’t input from encode anymore. Same as
Bert, with a well-pretrained GPT model, it can be fine-tuned for different kind of
tasks.

There are some improved versions of this model called GPT-2 and GPT-3 [11][12].
Both of them are well-pretrained with a huge amount of data and can be directly
used for fine-tuning. GPT-2 model is already open to public while GPT-3 is not

released yet.
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2.3.6 Bart

Bart stands for Bidirectional and Auto-Regressive Transformers. We can know it from
the name that Bart is also a variation of Transformer and one step further, it’s also the
combination of Bert and GPT. Combining a bidirectional encoder (Bert) and an
autoregressive decoder (GPT) to form a sequence-to-sequence model which get back

to the original structure of Transformer.
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Figure 2.12 Bart Architecture
Source: [6]

Above figure illustrates the simple structure and the working principle of Bart. As
Bert is an encoder only model, it lacks the ability of text generation. As GPT is a
decoder only model, it lacks the ability of learn the bidirectional contextual
information [6]. Combining the advantages of both architectures, Bart achieves a

state-of-the-art (SOTA) performance in the field of NLP.
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3. Related Work

There is much research and implementation about generating music lyrics.
Although no one research can directly apply into the mechanism of Cantopop lyrics
composition, we can take the research applied into other type of music like English
pop and Mandarin pop as reference to develop a unique model specially fit for the

Cantopop lyrics composition.

3.1 Word/Sentence-prediction-based Lyrics Generation

The first approach of lyrics generation is to build a language model for pure text
generation. This approach mainly focuses on the contextual information of the

lyrics which aims at generating fluent and meaningful lyrics.

There are many ways to build such lyrics generation model and I am going to
introduce two of them. The first one is the LSTM-based approach and the second
one is the GPT-2-based approach. Both approaches give excellent result on text

generation task and thus apply to lyrics generation task.

LSTM is a type of Recurrent Neural Network. It’s good at handling sequence data
which is a perfect match for text data. LSTM has the capability to learn long-term
dependencies compared to pure RNN which make the quality of lyrics generated
much higher as such architecture is able to take the contextual information of the
lyrics into consideration and generate meaningful and fluent lyrics given an input
sentence. One related work is a LSTM-Based model that can generate lyrics given a
genre and stating lyrics sentence done by Harrison Gill, Danie (Taesoo) Lee and

Nick Marwell [8].

GPT-2 is Transformer-based structure utilizing the power of self-attention
mechanism. GPT-2 released by OpenAl is an extremely huge pretrained model
which trained on 40GB of high-quality content that already able to generate human-
like text. Given its huge amount of parameter (1.5B parameters), fine-tuning it

specific to lyrics generation task to generate high quality of lyrics would be much
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easier [10]. A related work is a GPT-2 model that can generate lyrics with specific
genre done by Lau, Wesley [4]. However, the origin GPT-2 model mainly
pretrained on English data and hence the origin pretrained model released by

OpenAl can’t be directly used for this project.

The above approaches focus only on pure text generation. However, in this project,
the focus is to generate lyrics under the limitation of tone which is extracted from
the song melody. Therefore, this is not a suitable approach to deal with the

Cantopop lyrics generation.
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3.2 Melody-based Lyrics Generation

Another approach for lyrics generation is to build a sequence-to-sequence model
that takes the melody as input and generate corresponding lyrics as output. This
approach takes melody into consideration and aims at generating meaningful lyrics
that can capture the relationship between melody and lyrics. There are several

excellent works investigating such melody-to-lyrics generation tasks.

An RNN-based melody-conditioned language model to generate Japanese song was
proposed by Kento Watanabe et al. [2]. It prepared a collection of melody-to-lyrics
data for analyzing the relation between melody and lyrics and built a model for

taking melody as input and aiming at generating fluent lyrics that fit the melody.

Digital musical score data with syllables
- p

Melody
Syllable * ; nanika ta o na 1to Z omoo ta

NIRRT

. H?‘f.-’ff;
e ot et L/ fet]

L | Mesdleman-Wunsch alignment algorithm

boundary J v N T T 1T 1 77 7
Syllable / [ma-nil [ka] [ta-ti] [na-1] [to] [o-mo] [ta]
Word (BOL) fi] 74+ BV 2w & HEHo &
Melody-Lyric alignment data
P e i e : -
Melody B h
L2 — '_1 -L___L.I / i o i '._1
Syllable _'_] na-mi s ka jta- @i na-1 (1o . Jo-mo ita
Word o0 fT | ARy i | 2 18 B i
) (s&lr_jae-} (FUNCJ{enough)] (not) [(FUNC) P& | (think) {(FUNC)
Hae ol n.g I H 1
(I thought that something was missing)

Figure 3.1 melody-to-lyrics data preparation

Source: [2]

The proposed approach also takes the pitch of the music notes into consideration
which seems to be a perfect match for this project. As Cantopop lyrics highly relies
on the pitch of notes that the tone of lyrics should perfectly match that pitch of
melody due to the nature of Cantonese. However, one big constraint for applying
this approach is that it’s extremely hard to prepare a large amount of melody-to-

lyrics data. Even in the Kento Watanabe et al.’s experiments, they are only using
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1000 melody-to-lyrics data. Due to the limited resources in the field of Cantopop,
it’s even harder to obtain melody-to-lyrics data. Therefore, although such approach

seems to be fitting this project, it’s too difficult to implement such approach.

To deal with the problem of rare melody-to-lyrics data, another melody-based lyrics
generation is a two-channel Seq2Seq generation model to generate Chinese lyrics
proposed by Xu Lu et al. [3]. Instead of preparing melody-to-lyrics data, it
represents the melody-to-lyrics data in the form of structural alignment between
lyrics and melody which is much easier to obtain such kind of data. This kind of
data mainly takes beat pattern of the melody into consideration to represent the

melody part and hence, the model can learn how to generate lyrics given the pattern

of melody.
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Figure 3.1 melody-lyrics structural alignment

Source: [3]

However, this approach can’t not be applied to this project. This approach didn’t
take the pitch of melody into consideration as Mandarin pop doesn’t care about the
relation between the pitch of melody and tone of word whereas this is extremely

important in Cantopop due to the tone-melody matching mechanism.
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4. Methodology

4.1 Base Model

4.1.1 Tone-based Lyrics Generation

Given the problem when applying the forementioned approaches into Cantopop
lyrics generation. Here is a new proposed approach specifying for Cantopop lyrics

generation, Tone-based Lyrics Generation.

As mentioned in section Nature of Cantonese and Cantopop, there are two steps for

a Cantopop lyricist to write lyrics:

1. Convert the melody to the tones of Cantonese based on the pitch of the music
notes.

2. Fill in the lyrics that match the tones.

Converting the melody to the tones is a basic step in Cantopop lyrics composition.
The hardest part is to fill in fluent and meaningful lyrics that can match the tones.
Therefore, to deal with the tone-melody matching mechanism of Cantopop lyrics
composition, we can actually skip the first step and let user to do the favor. This

project focuses on building a model that can finish the second step.

One very big advantage of such approach is that the tone of word can actually be
extracted from the lyrics. We don’t need much effort to get the additional tones data
unlike the melody-based approach which require great effort but resulting in getting
only a few melody data. Therefore, having this approach can reduce the difficulties
on getting related data for the model training while maintaining the nature of

Cantopop lyrics composition.

Second advantage is that we can expand the training dataset from Cantopop lyrics
data to all Chinese pop lyrics data. As all Chinese word are associated with a
Jyutping representation in Cantonese, we can just extract the tone of the word to
form a tone-to-text dataset, even if the lyrics is from a Mandarin song. In melody-

based approach, melody and lyrics are directly related to each other and hence,
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melody-to-lyrics dataset that forms by Cantopop music must be used in order to
maintain the tone-melody matching mechanism. However, in Tone-based approach,
as melody and lyrics are indirectly related to each other, and they aren’t tied
together. The model only needs to learn about the relation between tone and word
and hence, all Chinese lyrics data can be taking as training data. Such approach can
greatly increase the diversity of the model.

This base model building involves of two stages:

1. Build a GPT-2 model (LM) which responsible for pure lyrics generation.

2. Build a Bart model (seq2seq model) which responsible for implementing the

Tone-based Lyrics Generation approach.

The first stage focuses on building a LM imitating other lyrics generation projects
on other types of music like English pop and Mandarin pop. The model takes a
starting sentence as input and generate the remaining lyrics as output. As mentioned
above, many existing lyrics generation model are Language Model or melody-
based Sequence-to-Sequence model which can generate lyrics given a starting
sentence or melody respectively. Although these approaches can’t be directly
applied to this project due to the nature of Cantopop, we can still take it as
reference for this project. In the first stage of this project, we focus on training a

GPT-2 model to generate high-quality lyrics.

Based on the well-trained Language Model, we can further build a Cantopop-

specify model. This model can leverage the trained GPT-2 model to initialize the
decoder part of the Bart model as the Bart model is going to be trained with tone-
to-text data and the model may not be able to generate semantic coherence lyrics

given that the tone data non-contextual [13].
After the implementation of these stage, the final model which can take tones as

input should be able to fills meaningful lyrics that match the tones as output. Also,

this model will act as a base model for further extension in later stage.
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4.1.2 Training from Scratch, Pre-training and Fine-tuning

After setting up the approach to achieve, we need to define our ways to obtain the
best model implementing such approach. Here comes with two different training
approaches: Training from Scratch, Pre-training and Fine-tuning. Training from
Scratch means directly train the model using the target data. Pre-training and Fine-
tuning mean we first pre-train a model using in-domain data and then we fine-tune
it to our specific task using the target data [9]. We can compare the results
generated by the models training using these two approaches. The two approaches
would be applied to both models mentioned above. Generally speaking, fine-tuning
a pre-trained model should give a better result. However, when pretraining with a
large amount of corpus data, the data is quite different from lyrics data in term of
the sentence pattern, word choice or even the punctuation. Therefore, we can
compare the result training from scratch and fine-tuning from a pretrained model to

see which approach can give a better result.

To obtain the best base model, there are several combinations of above approaches
which can be applied to help us explore the differences of the models applying
different approaches. Here are 6 different training approaches to be applied to the
base model.

1. Pretrain a GPT-2 with traditional Chinese corpus data and fine-tune it with
Cantopop lyrics data.

2. Train a GPT-2 from scratch with the lyrics data only.

3. Pretrain a Bart model with tone to traditional Chinese corpus data and fine-tune
the model with tone2lyrics data.

4. Train a Bart model from scratch with the tone2lyrics data only.

5. Leverage the pre-trained GPT-2 as the decoder of the Bart model, pretrain the
Bart model with tone to traditional Chinese corpus data and fine-tune the model
with tone2lyrics data.

6. Leverage the pre-trained GPT-2 as the decoder of the Bart model and keep

training the Bart model with tone2lyrics data.
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4.1.3 Data Preparation

Data Preparation

] Traditional Chinese Cant Lvrics Dat
Data Crawling Corpus Data antopop Lyrics Lata
Clean Clean
2 2
Data Cleaning Clean Corpus Data Clean Lyrics Data
Extract tone Extract tone
h 2 v
Corpus Tone Data Lyrics Tone Data
i Merge l Merge
Tone-to-Corpus | Ly Tone-to-Lyrics
Data Data

Figure 4.1 Flow chart of data preparation phase

The above diagram shows the flow of the data preparation stage. Data Preparation
is always the first step of any Machine Learning Project. Based on the nature of the
project, we need to prepare corresponding data to train the model. This is a project
related to Cantopop so it’s a must to prepare enough Cantopop lyrics data. Besides,
we will compare the models with pretraining and without pretraining. Therefore,

we also need to prepare large amount of corpus data to do the pretraining.

However, except for those already clean data available online, almost all data you
crawl from Internet contains many unnecessary noises which are super messy and
hence, proper data cleaning must be carried out in order to fit clean data to the

model for training.

As mentioned above, the final goal of this project is taking tone of lyrics as input
and outputting meaningful lyrics that match the tone. Therefore, we need to prepare
tone-to-text data as well. We need to prepare two sets of tone-to-text data. They are
tone-to-corpus data and tone-to-lyrics data that tone-to-corpus data is used for
pretraining, and tone-to-lyrics data is used for fine-tuning/training from scratch.
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4.1.4 First Stage: GPT-2
First Stage: GPT-2

Tran | pretrained Traditional

Chinese Model

Clean Corpus Data Clean Lyrics Data

Train

<
<

Fine-tune pretrained model?

Lyrics Model train Fine-tuned Lyrics
from scratch Model

Compare

Better Lyrics Model

Figure 4.2 Flow chart of GPT-2 model phase

The above diagram shows the flow of first stage to train a GPT-2 lyrics model for
generating high-quality lyrics given a starting sentence. Two different GPT-2
models are trained to be compared in order to get a better lyrics model. One model
is fine-tuned with clean lyrics data using a pretrained Traditional Chinese Model
which is trained with clean corpus data. Another model is just a model training

from scratch with clean lyrics data without using any pretrained model.

Making use of the GPT-2 architecture, the final lyrics model should be able to

generate lyrics that is fluent and meaningful and has lyrics-like structure,
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4.1.5 Second Stage: Bart
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Figure 4.2 Flow chart of Bart model phase

The above diagram shows the flow of second stage to train a Bart model for
tone2lyrics generation that taking tones as the input and outputting lyrics matching
the tones. Four different Bart models are trained in this stage. Here are the
differences between the four models.

1. Leverage the pre-trained GPT-2 as the decoder of the Bart model, pretrain the

Bart model with tone to traditional Chinese corpus data and fine-tune the model
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with tone2lyrics data.

2. Leverage the pre-trained GPT-2 as the decoder of the Bart model and keep

training the Bart model with tone2lyrics data.

3. Pretrain a Bart model with tone to traditional Chinese corpus data and fine-tune

the model with tone2lyrics data.

4. Train a Bart model from scratch with the tone2lyrics data only.

After training 4 models with different ways, the last step for second stage is to

compare the performance of these 4 models in order to obtain the best tone-to-

lyrics model which should be able to generate high-quality lyrics which can exactly

match the input tones.
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Tone-to-Lyrics Mode! frain
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Fine-tuned Tone-to-Lyrics
Model (without GPT-2
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Tone-to-Lyrics Model irain
from seratch (without GPT-2
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Compars
3

Better Tone-to-Lyrics Model

Figure 4.2 Flow chart of Bart models comparison

The second stage focuses on building a Cantopop-specify model which takes tones

as input and fills meaningful lyrics that match the tones as output.
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4.1.6 Model Evaluation Metrics for base model

4.1.6.1 BLEU
BLEU, Bilingual Evaluation Understudy, is one of the metrics that able to evaluate
the performance of model on NLP tasks. It can be applied into various types of
tasks including translation, text generation, etc. It will give a score comparing the
different between the candidate text and the reference text [1]. A higher score

indicates better performance of the model.

BLEU is usually applied to evaluate the performance of machine translation. Some
people may question about the ability for it to evaluate the performance of text
generation as it only cares about the difference between reference text and
candidate text. When we talk about text generation, we want the model to generate
some new things instead of generating exactly the same as the reference texts. Also,

it lacks the ability to consider about different aspects like the emotions, fluency, etc.

However, as it is still a very common metric applying on many NLP tasks, we can
still take it as a reference. Therefore, in this project, BLEU will still be used as one
of the metrics to evaluate the performance of the model but instead of using it to
evaluate the quality of generated text, we can use it as the reference to see how
much the model learns from the data or even detect the overfitting problem of the

model.
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4.1.6.2 Perplexity

Perplexity is one of the metrics to evaluate the performance of language models.
The definition of perplexity of a language model is, inverse probability of the test
set, normalized by the number of words. Below equations Eq. (1) and Eq. (2)

explaining about the perplexity [22].

PP(W) = P(wyw, ..wy)"V (1)

N 1
- P(wyw, ...wy)

Applying chain rule into above equations to expand the probability of W:

N
N 1
PPW) = liz_l[P(Wi|W1 e Wi_1) 2)

To put words in simple, perplexity is evaluating the performance of the model on
predicting the next word. Having a higher probability to predict a word that match
the text dataset, meaning the better performance of the model. Notice that, as
perplexity is using the inverse probability, so low perplexity indicates better

performance of a language models.
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4.1.6.3 Tone Accuracy

Generating lyrics under the limitation of tones is the goal of the base model. The
model is built on top of the tone-based lyrics generation approach. Therefore, it’s a

must to evaluate the model whether it can generate lyrics matching the input tone.

A simple formula will be applied to calculate percentage of lyrics with correct tone,

in Eq. (3).

# of match tones

T A = 3
one dccuracy # of input tones )
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4.2 Controllable Model

After going through the above sections (section 4.1), we have already set up the
approach to obtain our base model which generate lyrics that fit the input tones.
However, there is still a big issue for the base model when it comes to practical
application, that is how can user make control over the content of the generated lyrics.
The base model we mentioned above only focus on proposing a base approach to
solve the limitation of Cantopop lyrics composition which is tone-based lyrics
generation. The base model allows user to input the tone of lyrics and let the model
generate lyrics that match the tone. However, there is one critical issue to be pointed
out, the content of the generated lyrics is totally unpredictable. Every time the base

model generates lyrics on the same tone input, the generated lyrics are completely
different in terms of style, content, etc.

Output 1:
SN ERERSFESESE
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BHE - mOLOBEEBEEESR
EEEEERETEFAEEZEEE
Input: D_”tf’,f't._zﬂ_ - e -
43651122151 EREEF—REEEH
511133511133 » MHEAZTEEENRZEEE
21151222131 T REOEFREESEES
21225563613563 ETERSI =S EEZEaNBEE
Output 3:
2= = % B o= 2l E
% XREBEZB®IE LT
E-anhnETOBEEE
T EBEEEEREYEEEaH#

Figure 4.3 Output of the base model

Above diagram illustrate some output of the base model. We can observe that the

samples are not related to each other, and we can hardly tell what the direction of the
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lyrics are.

Therefore, after obtaining the base model, we can make further extension to allow
users constraint the direction of how the lyrics is generated. To achieve this goal,
based on the base model that we built, here comes with two directions of extension
which are Pre-Lyrics Control and Post-Lyrics Control. Pre-Lyrics Control means users
can make control over the lyrics before having any written lyrics by adding some
attributes to the input tone. Post-lyrics Control means users can make control over the
lyrics after having some partly written lyrics by relating the written part to non-

written part.

Base Model
(Tone-based Lyrics Generation )

Pre-Lyrics Control Model Fost-Lyrics Control Model

Figure 4.4 Flow chart of controllable models
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4.2.1 Third stage: Pre-Lyrics Control Model

Pre-Lyrics Control Model aims at allowing users generate the lyrics from scratch
given some attributes to the tone as the input for the model to constraint the direction
on how the lyrics is generated. One common way to achieve conditional text
generation is to label some attributes to the text such as topic, sentiment, etc [41].
However, such kind of approach usually require extra human resources to do the data
labelling. For this project, as an individual project, it’s basically not possible to do
such labelling manually. Therefore, here comes with two approaches which can be

done by automatic labelling.

4.2.1.1 Title Labelling

The first approach is title labelling which label the data with the song title. This is a
relatively easy approach to achieve as this can be done simultaneously when doing the
data crawling. During the data crawling phase, instead of just doing the lyrics
crawling, we can also crawl the title of the song at the same time. Then, during the
data preprocess phase, we can write a simple script to label the date with the crawled
title.

4.2.1.2 Keyword Labelling

The second approach is keyword labelling which label the data with the keywords of
the song. This is a relatively tricky approach to achieve which require keyword
extraction techniques. There are plenty ways to do keyword extraction and keyword
extraction itself is a big topic in the area of NLP. We can apply TF-IDF, Rake
algorithm etc. However, keyword extraction is not the main focus point for this
project. Therefore, we can just pick one method that can perform relatively good to do
the keyword extraction task.
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4.2.1.3 Implementation

Third Stage: Pre-Lyrics Control Model

Lyrics Data
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Better Tone-to-Lyrics
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[y
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Figure 4.5 Flow chart of Pre-Lyrics Model phase

The above diagram illustrates the flow of building Pre-Lyrics Control Model. From
the lyrics data that we have crawled, we will apply title extraction and keyword
extraction to obtain the title and keywords. We will then merge them with tone-to-
lyrics data that we have prepared in the above stage to be labelled Tone-to-Lyrics data.
Lastly, we will fine-tune the better Tone-to-Lyrics Model that we have obtained from

the last stage with the labelled Tone-to-Lyrics dataset to be Pre-Lyrics Control Model.
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4.2.2 Fourth Stage: Post-Lyrics Control Model

Post-Lyrics Control Model aims at giving the flexibility to user to generate lyrics the
matches the tone input giving some partly finished lyrics and the generated lyrics
should be related to the partly finished lyrics while preserving the tone-to-lyrics
characteristic of the base model. There are mainly two use cases for the Post-Lyrics
Control Model. The first use case is that, when users have written some lyrics by
themselves and they are out of idea to write the remaining lyrics, then they can make
use of the Post-Lyrics Control Model to help generate the remaining lyrics given the
written lyrics and remaining tones. The second use case is that, after users generates
the lyrics using the Pre-Lyrics Control Model, users may find out some satisfying
lyrics and some unsatisfying lyrics. Then user can choose to keep the satisfying lyrics
and let the Post-Lyrics Control Model regenerates the unsatisfying part given the
satisfying lyrics and remaining tones. To achieve this purpose, here comes with an

approach called Tone Masking.

4.2.2.1 Tone Masking

To illustrate the Tone Masking approach, we can first consider about Masked
Language Model (MLM) like Bert, etc. One very common task that MLM can
achieve is fill in the blank [7]. Given a sentence with a gap in it, MLM will try to fill
it with the word that can complete the sentence. For example, with input I [Mask]
apple, MLM may fill in something like I eat apple, I like apple, etc. This is actually
quite similar to what we want to achieve for the Post-Lyrics Control Model. Having
some partly finished lyrics, we can also consider it as a full song lyric with blanks and
hence, we can apply the logic of MLM into our approach. However, don’t forget the
origin limitation of the model which is the tone limitation. Therefore, we can further
make a modification on the logic of MLM. Instead of masking the word using the
preserved [Mask] token in the ordinary masking, we will do the word masking using

the tone of the word.
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Ordinary Masking:
F [Mask] {7 = HE{T

Tone Masking:

ERIE-=>EER

Figure 4.6 Diagram comparing ordinary masking and tone masking

The above diagram illustrates the difference between ordinary masking and tone
masking. When the model tries to fill the masks, the output will follow the tone mask
to generate the word that match the tone. In such way, the model is able to generate

lyrics that follow the input tones as well as relate to the input lyrics.

However, Post-Lyrics Control Model won’t be a MLM because we want make use of
the base model we have built, and we will fine-tune the base model to be the Post-
Lyrics Control Model. Therefore, Post-Lyrics Control Model will still be a
transformer-based sequence-to-sequence model and we need to achieve the tone
masking approach using this model structure. In order to achieve this, we will do the
tone masking in a sentence-level. we will mask each sentence of the lyrics with the
tone and map it to the original lyrics. Therefore, if a lyric contains 5 sentences, 5 tone

masking data with each sentence masked will be prepared.
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4.2.2.2 Implementation

Fourth Stage: Post-Lyrics Control Model
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Figure 4.7 Flow chart of Post-Lyrics Model phase

The above diagram illustrates the flow of building Post-Lyrics Control Model. From
the lyrics data that we have crawled, we will apply tone extraction to achieve tone
masking. We will then merge tone data with lyrics data to be tone masking data.
Lastly, we will fine-tune the better Tone-to-Lyrics Model that we have obtained from
the last stage with the tone masking dataset to be Post-Lyrics Control Model.
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4.2.3 Model Evaluation Metrics for controllable model

For the controllable model, we will keep using the forementioned metrics which are
BLEU, Perplexity and Tone Accuracy to evaluate the performance of the models. In
addition, we will introduce 2 new metrics for the model evaluation. These two metrics
aims at evaluating the semantic similarity and diversity of the models comparing to

the base model in order to show the controllability of the controllable model.

4.2.3.1 BERTScore

BERTScore is a metric for text generation automatic evaluation. Compared to
traditional evaluation metric BLEU, BERTScore aims at evaluating the semantic
similarity between candidates and references instead of just counting the n-gram
matches. We can know from the name BERTScore that this evaluation metric makes
use of the BERT model by computing the score by the contextual embeddings of the
input. By using this metric, we are able to evaluate the controllable model that how
the generated lyrics are related to the given attributes. Below figure illustrates the

working principle of BERTScore

Reference x —
The weather is
cold today R _ (0.713x1.27)+(0.515x7 94)+....
—* TBERT T 1727+794+1.82+7.904+8.88
=0.753
Candidate % —
It is freezing today idf
weights
Contextual Pairwise Maximum Importance Weighting
Embedding Cosine Similarity
Similarity

Figure 4.8 Working Principle of BERTScore
Source: [37]
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4.2.3.2 Pairwise BLEU

Pairwise BLEU is actually a similar metric compared to BLEU. Its core concept is
still using BLEU but differ in the candidates and references. Instead of comparing the
generated text and the original text, Pairwise Bleu compares between the generated
texts. Consider what ordinary BLEU does, the ordinary BLEU metric is comparing
between candidates and references in order to calculate the score of how similar they
are. Therefore, pairwise BLEU is calculating the similarity between the generated
text. In other words, pairwise BLEU is evaluating the diversity of the model. A lower

mark indicates a higher diversity of the model [38].
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5. Experiments — Base Model

5.1 Data Crawling
5.1.1 Traditional Chinese Corpus data

Large amount of Traditional Chinese Corpus data is needed for the model
pretraining for both GPT-2 model and the Bart model. Therefore, I need to find
some high quality Traditional Chinese Corpus data source available online. The
corpus data is first crawled from Wikipedia because Wikipedia is considered to
contains many high-quality articles [31]. It can provide a large amount of data for
the model pretraining. Pretraining the model with the Wikipedia data should give
model the ability to generate high-quality text.

However, crawled Wikipedia data is extremely messy containing many abnormal
symbols and mixed Traditional Chinese and Simplified Chinese which harm the
model, proper cleaning is a must to obtain a high-quality corpus data for model
training which requires a lot of effort to do it given that the size of the Wikipedia
data is large, and the format of data is not consistent.

[CLSEF EEEEH [SEP| R EEEHN ERIMNBETEEF ENLABRRESE AERENE
- SHBREERFTEFEE - [SEP|SEP] - [SEP] - - I ESHEESTSBNRER
B8] - [SEP] - ESNSLRERNEESRETERELS ; - =

= FEEE - [SEP|[SEP][SEP] - [SEP] - [SEP] - &1T - =5 EEE . =EfRRELr - [SEP]- -
[SEP] - - - - 2011E125280 - [SEP] - EF—EFxE#H ETALLET - - 2019=108208 -
[SEPIZ1ECER LT

Figure 5.1 Sample output of model learning noise from the data

Above figure shows a sample generated text by the GPT2 model trained with the
Wikipedia data. We can see that the sample text contains many abnormal tokens
and punctuations which indicates that the model learns the noise from the dataset

show it can’t generate high-quality text.

Therefore, I finally gave up the Wikipedia data and try to search for other corpus
data source. The final corpus data that is used to do the model pretraining is the

CC-100 Traditional Chinese dataset, which is a cleaned Traditional Chinese dataset
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available on the Internet which is from Common Crawl corpus [30]. The CC-100

Traditional Chinese dataset can directly be used to do the model training.

5.1.2 Lyrics Data

Lyrics data is one of the most important parts for this project.

There isn’t any well clean Cantopop lyrics data available online. I need to crawl the
data from different sources and do the cleaning by myself. In this project, the lyrics

data is mainly come from two websites, Genius and Mojim [32][33].

Compared to the Traditional Chinese corpus data, the number of lyrics data is much
smaller and hence, the lyrics data must be much cleaner, no non-sense text and
symbol should be allowed in the lyrics data in order to avoid the model learning
from the noise easily.

Finally, total 15428 song lyrics are crawled.
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5.2 Data Preprocessing

(Notes: as Traditional Chinese corpus data is too large to showcase, lyrics data

would be taken as example below for data preprocessing)

5.2.1 Data Cleaning

Data Cleaning is always the most difficult part to do in a machine learning project.
As those data crawling from the Internet is usually user-generated content and
hence, it is unformatted and extremely messy. As the information in the data is
where the model will directly learn from, it there are many noises presenting in the
data, such noises will also be learnt by the model and hence, the generated result by

the model will often contain various noise as well.
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Figure 5.2 Sample lyrics generated from a non-well-trained model

Above figure shows one example of generated lyrics from a non-well-trained
model. You can see that an abnormal close parenthesis is generated as the output.
This is because the data that fit to training stage contains such noises. The model

learns the pattern and reproduce it as the output.

The above example showcases the importance of data cleaning to obtain a
formatted, organized dataset for model training. To increase the performance of the
model, preparing a clean dataset is always the first step as well as the most
important step to do so. Both traditional corpus data and lyrics data contains such

noises that needed to be cleaned in order to fit it to training stage.
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Here is an example of lyrics cleaning:

Before cleaning:
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Figure 5.3 Sample lyrics to be cleaned crawled from the Internet



The above figure shows a sample lyric crawled from the Internet. We can see how
that the data is very messy. It includes many information that we don’t want
including the name of singer, the song name, related contributors, etc. It even
includes some non-sense time code that we don’t even know the meaning of it. We
don’t want the model to learn such non-sense information. Therefore, we need to
delete all these out to obtain only the body part of lyrics. However, we can see that
even the lyrics body itself contains some extra symbols or even some not related

text. Notice that, it’s only one example that extracted from the dataset.

After Cleaning:

IO FIR A2 H SRt
HrEsl HER
SO BT EEr P

AR RS T R
e S 4 i
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(B R AT AR R
T (R B R
—EET R

TEZAT  FF R

tRFERE FEfEE—iE
PETE—{ERE &£ A S
R ERY R
+HEZiE FEAZRRES
A LIAE HEIMERR
R E T B s Fye

B AEiEERRa IR

EFfOir#E rE2EE A e IHRWRRY
FREFTR AR AR

Figure 5.4 Sample lyrics to after cleaning
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Above figure shows the result after passing it to the cleaner.

The most complicated part of cleaning the lyrics data is that there isn’t a consistent
format for the lyrics crawled. As all lyrics is upload the by user, there isn’t a strict
format for the content. Therefore, the cleaner need to take care all these different
cases. | need to keep increase the capability of the cleaner cleaning lyrics data in

different format in order to obtain the clean lyrics.

One extra thing to notice for the dataset is that, as it’s quite common that Cantopop
lyrics consists of some other languages such as English, Japanese, or even Korean.
As these languages aren’t tones languages, and the final model takes only the tone

as the input, they needed to be eliminated as well.

Below figure shows the final cleaned lyrics dataset and total 15428 song lyrics are

clean and gathered to be the dataset of the project.

Iyrics

0 EEtEERNEFESEEnE TE EFRnEREFETIEnEREEEENEnEE .

4 B EEESFECEINEESRERNE - SEnENNECSSUENENEAERETE .

15423

15424

]

15425

15426

15427 EEC R EEENnESESE tTHESE EEnE R R ERENEEESE U EiEEnE..
15428 rows % 1 columns

Figure 5.5 Final lyrics dataset
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5.2.2 Tone2Text dataset building

In the second stage of this project, tone2text model is trained and hence, tone2text
datasets need to be prepared. Actually, no extra sources are needed to prepare the
tone data. The tone data can be directly extracted from the text data itself using a

python library called pycantonese [34].

As mentioned in Methodology, the tone data would be extracted from the text data,

and they will be merged to form the tone2text dataset.

Figure 5.6 Sample lyrics to be extracted tone from it

Corresponding tone:

i

[=)}

\n\n4212
2\n 21444353
11446 11221

B2 B3 P LA

7

4465121214
41

Figure 5.7 Sample tone to extracted tone from lyrics

Figure 5.6 and Figure 5.7 show an example of extracting the tones from lyrics.
Figure 5.6 is the lyrics of the song and Figure 5.7 is the extracted tone associated to

the original lyrics. Each number is representing the corresponding tone of the
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Chinese character at the same position from original text. Each tone number is
spaced for proper tokenization. All other characters like space and new line

character are preserved.

Tone2text dataset:

Figure 5.8 Sample data for tone2text dataset

A lyric and the corresponding tone are combined to be treated as one data. All such
combinations are stored in json to be the dataset. Figure 5.8 show an instance of the

tone2text dataset.

5.2.3 Tokenization

In usual case, each model has a corresponding tokenizer. However, in this project,
we mainly deal with the Chinese character and both original projects of GPT-2 and
Bart doesn’t support Chinese character tokenization. There are two ways to handle

such situation:

1. Train a new tokenizer with the corpus data

2. Use a trained tokenizer from another model
As Bert model from Google has a pretrained Chinese tokenizer and it can cover

most of the cases of our data. Bert tokenizer can be directly used to do the

tokenization.
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5.3 GPT2 Models

As describe above, there would be two different GPT2 models, one is trained from
scratch with lyrics data only, another fine-tuned a pretrained model with traditional

Chinese corpus data.

5.3.1 Structure

Although adjusting the model can lead to a very different performance of the models,
as the comparison approaches are comparing the performance of models trained using
pre-training and fine-tuning and training from scratch. Also, due to the limitation of
hardware resources, it’s basically impossible to train a large model with large amount
of data. There, the model structure of model will be relatively a small model and
remain the same in this experiment to highlight the difference between these three

approaches.

GPT2Config {
"activation_function™: "gelu_new”,
"architectures™: [

"GPT2LMHeadModel"
1s
"attn_pdrop”: 8.1,
"bos_token_id™: 58256,
"embd_pdrop": 8.1,
"eos_token_id™: 58256,
"gradient_checkpointing”: false,
"initializer_range": 8.02,
"layer_norm_epsilon™: 1e-85,
"model_type": "gpt2",
"n_ctx": 1824,
"n_smbd": 768,

"n_head": 12,
"n_inner": null,
"n_layer": &,

"n_positions™: 1824,
"output_past™: true,
"reorder_and_upcast_attn": false,
"resid_pdrop™: 8.1,
"scale_attn_by_inverse_layer_idx": false,
"scale_attn_weights": true,
"summary_activation™: null,
"summary_first_dropout™: 8.1,
"summary_proj_to_labels™: true,
"summary_type”: "cls_index”,
"summary_use_proj”: true,
"task_specific_params": {
"text-generation”: {
"do_sample": true,
"max_length™: 328

T
"tokenizer_class”: "BertTokenizer”,
"torch_dtype™: “"fleoat32”,
"transformers_version": "4.12.2",
"use_cache™: true,
"vocab_size": 21128

¥

Figure 5.8 Configuration of GPT-2 model
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Above figure illustrating the configuration of the GPT-2 model [18].

1
2
3
4.
5
6

. 6 hidden layers

12 attention heads
1024 maximum sequence length
1024 dimensions of casual mask

1024 dimensions of hidden state and embeddings

. Using Bert tokenizer and having 21128 vocab size
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5.3.2 Statistics

As mentioned in Methodology, two different GPT-2 models are trained using training
from scratch and pre-training and fine-tuning respectively and this section show the
statistics of two models, GPT-2 trained from scratch and GPT-2 fine-tuned from a

pretrained model.

Training Statistics:

train/loss
= Fine-tuned GPT2 = GPT2 from scratch

train/epoch

Figure 5.9 Training loss of GPT-2 models

train/final_loss

Fine-tuned GPT2

GPT2 from scratch

Figure 5.10 Final Training loss of GPT-2 models
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Validation Statistics:

eval/loss
= Fine-tuned GPT2 == GPT2 from scratch

20 40 60 80 100

Figure 5.11 Validation loss of GPT-2 models

eval/final_loss

Fine-funed GPT2

GPT2 from scratch

0.0 0.5 1.0 15 2.0 25 3.0 3.5 4.0

Figure 5.12 Final Validation loss of GPT-2 models

Above figures show the statistics of two models, Figure 5.9 and Figure 5.10
representing the training statistics while Figure 5.11 and Figure 5.12 representing the
validation statistics. Generally speaking, we can observe that fine-tuned GPT2 model
has a lower initial loss and converges faster during training under the same
configurations. The final loss of fine-tuned is lower than scratch GPT2 model in both
Training stage and Validation stage. Although loss aren’t the performance indicator of
the models, it can still show that fine-tuned GPT2 model fit to the data better
compared to scratch model. This is due to pretrained-model already learn some

representation of Traditional Chinese during pre-training with corpus data.



5.4 GPT-2 Evaluation

As described above, various metrics are applied to evaluate the performance of the

models. GPT-2 doesn’t take tone as input, so tone accuracy is not applicable to GPT-2

Evaluation. BLEU and Perplexity will be applied, and the results are as follow:

5.4.1 BLEU

GPT?2 trained from scratch

Fine-tuned GPT2

BLEU

0.2

4.8

Above table shows the BLEU scores of two GPT-2 models. We can observe that

there is a big difference between the score of GPT-2 trained from scratch and Fine-

tuned GPT-2. Previous one got 0.2 score and later one got 4.8 score. A higher

BLEU score indicates a better performance and hence, Fine-tuned GPT-2 performs

better than GPT2 trained from scratch in term of BLEU.

5.4.2 Perplexity

GPT?2 trained from scratch

Fine-tuned GPT2

Perplexity

343.5803

235.6772

From the above table, we can see that the perplexity score of fine-tuned GPT?2 is

lower than the score of GPT2 trained from scratch. Based on the definition of

perplexity, lower score indicates better performance. Therefore, Fine-tuned GPT2

performance better than GPT2 trained from scratch in term of perplexity.
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5.4.3 Sample

Although it’s hard to do human evaluation in this project, it’s still worth to explore

the example output of two models.

Starting Sentence:
(A1 SR I N S

(How are you. Are you crying for someone?)

Generated by GPT-2 trained from scratch

Example 1:

ErsABE RS
tZEhEEREzESsE2 e E

BEMOLEZSRN S EE

MEEEE2 22 EZ L EIF TR B FASEE

E N TANEIEEE s ES e eSS NENREESRE S LESR
ENEEe R ERAHELAENERR

ol
c

Figure 5.13 Example 1 generated by GPT-2 trained from scratch

Example 2:

FIESERX E N

EEZREEDR SEEFHEBRREER EE= - _
FRBENENEE ABEE2FSEEEEFE—EILAEBERN AT ERE—_BFEERE
sx-E I EEA NS+ SEFETEABNEEALEFReERs—E@EE \BEREE"

Figure 5.14 Example 2 generated by GPT-2 trained from scratch
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I = aEE2£om E 5 E
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EEEE s ET E A

2 EZLE EEBEITER CFEHEELBEERILICEEEEEEETNN S ER A
LEETEE

Figure 5.15 Example 3 generated by GPT-2 trained from scratch

59



Generated by fine-tuned GPT-2
Example 1:
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Figure 5.16 Example 1 generated by fine-tuned GPT-2

Example 2:

'| | -y|.tl
I .'. \+

=R
it i

-
it

,
F

it
aii
i

'.I

=

E-5 R

M| o

=
EEEUNREEEERSE ST FE =

SRR T R ST

il 22 cr 25 A |

W 6 R o

e |

I e =

O C TR ey
L S R = el G

[ T

Figure 5.17 Example 2 generated by fine-tuned GPT-2

Example 3:

fRiF IE 5 38 A 28 = £
CHELETRERETNTFEELZEEREHR

O EFgEExEENRESE
mExE—UE WS

T EE=EAREERES

REMESEE TEgEFECSE 3 e =
EEgHEEEEEETTIEE=® 5 E N
—EnmEEEBE—S£ESFE

02 AFREREEEZTEH

Figure 5.18 Example 3 generated by fine-tuned GPT-2

Each model generates 3 examples to be reviewed. Figure 5.13, Figure 5.14, and
Figure 5.15 refer to the examples generated by GPT-2 trained from scratch. Figure
5.16, Figure 5.17, and Figure 5.18 refer to the examples generated by fine-tuned
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GPT-2. Generally speaking, we can see that the output generated by the fine-tuned
GPT-2 model have a more lyrics-like structure. GPT-2 trained from scratch tends to
generate long sentence which is difficult to fit into the melody because melody is
built block by block and the pace is kept changing with the use of different music
notes. Therefore, long sentence can hardly form a block of lyrics to fit in the
melody. Fine-tuned GPT-2 tends to generate lyrics that is composed by short
sentences which is suitable for fitting it into melody block. Therefore, we can
conclude that the quality of lyrics generated by fine-tuned GPT-2 is better than the
lyrics generated by GPT-2 trained from scratch.

5.4.4 Comparison

To conclude, fine-tuned GPT-2 shows a better overall performance compared to
GPT-2 trained from scratch. Therefore, fine-tuned GPT-2 will be used in the Bart

model phase.
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5.5 Bart Model

5.5.1 Structure

As mentioned above, the Bart model structure used tends to be a small structure and
will be kept as the same for all the models to highlight the difference between

pretraining and fine-tuning and training from scratch.

BartConfig {
" _name_or_path": "models/checkpoint-138e8e”,
"activation_dropout”: 8.1,
"activation_function™: "gelu”,
"architectures": [
"BartForConditionalGeneration”

]

ttention_dropout”: 8.1,
"bos_token_id": 1e1,
"classifier_dropout": 8.8,
"d_model": 768,
"decoder_attention_heads": 12,
"decoder_ffn_dim": 3872,
"decoder_layerdrop”: 8.1,
"decoder_layers": 6,
"decoder_start_token_id": 1@2,
"dropout”: 8.1,
"early_stopping": true,
"encoder_attention_heads": 12,
"encoder_ffn_dim”: 3872,
"encoder_layerdrop”: 8.1,
"encoder_layers": 6,
"eos_token_id": 182,
"forced_eos_token_id": 1@z,
"gradient_checkpointing”: false,
"id2label™: {

"@": "LABEL_@",

"1": "LABEL_1",

"2": "LABEL_2"
T
"init_std": B.82,
"is_encoder_decoder™: true,

"label2id": {
"LABEL_8": @,
"LABEL_1": 1,
"LABEL_2": 2

T
"max_length": 256,
"max_position_embeddings": 1824,
"model_type": "bart”,
"num_hidden_layers": &,
"pad_token_id": @,
"scale_embedding”: false,
"tie_word_smbeddings™: @,
"tokenizer_class": "BertTeckenizer”,
"torch_dtype”: "float32”,
"transformers_version": "4.12.2",
"use_cache": true,

"wvocab_size™: 21128

Figure 5.19 Configuration of Bart model
Above figure illustrating the configuration of the Bart model.
The configuration of decoder is the same as the configuration of GPT2 model for

properly loading the weight of GPT2 as the initial weight of decoder.

The configuration of encoder is [35]:
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6 encoder layers

12 attention heads

256 maximum sequence length

3072 dimensions of the feed-forward layer

Using Bert tokenizer and having 21128 vocab size
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5.5.2 Statistics

As mentioned in the methodology, there are four Bart models are trained using
different training approaches and this section shows the statistics of the four models,
scratch Bart, scratch Bart loaded GPT-2 weight, fine-tuned Bart without loading GPT-
2 weight, fine-tuned Bart loaded GPT-2 weight.

Training Statistics:

train/loss
= Fine-tuned Bart with GPT2Z == Fine-tuned Bart without GPT2 = Bart from scratch = Bart from GPT2

8
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) \K

train/epoch
0 fep
20 40 60 80 100

Figure 5.20 Training loss of Bart models

train/final_loss

Fine-tuned Bart with GPT2

Fine-tuned Bart without GPT2

Bart from scratch

Bart from GPT2
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Figure 5.21 Final loss of Bart models
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Validation Statistics:

eval/loss
= Fine-tuned Bart with GPT2 == Fine-tuned Bart without GPT2 = Bart from scratch = Bart from GPT2

train/epoch

20 40 60 80 100

Figure 5.22 Validation loss of Bart models

eval/final_loss

Fine-tuned Bart with GPT2

Fine-tuned Bart without GPT2

Bart from scratch

Bart from GPT2

0.2 0.4 0.6 0.8 1.0 12 1.4 1.6 1.8 2.0 2.2 24

o
g

Figure 5.23 Final Validation loss of Bart models

Figure 5.20 and Figure 5.21 is representing the training statistics while Figure 5.22
and Figure 5.23 is representing the validation statistics. We are able to observe from
the statistics that fine-tuning the model from a pretrained model has a big advantage
during training. Fine-tuned models outperform the models trained from scratch no
matter in terms of initial loss, convergence rate or final loss. Also, we can observe that

loading the weight of pre-trained GPT-2 model give a little improvement as well.
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5.6 Bart Evaluation

5.6.1 BLEU

Bart trained | Bart trained from a model | Bart fine-tuned from | Bart fine-tuned from a
from scratch | loaded GPT-2 weight a pretrained model pretrained model loaded

GPT-2 weight

BLEU

2.7 2.7 3.9 4.1

Above table shows the BLEU scores of four Bart models. We can see that fine-
tuned Bart models give a higher BLEU score compared to Bart models trained from
scratch. Previous one got 4.0 and 4.1 score and later one got 2.7 score. A higher
BLEU score indicates a better performance and hence, Fine-tuned Bart models
performs better than Bart models trained from scratch in term of BLEU. However,
Loading the weight of GPT-2 doesn’t give a significant improvement in term of
BLEU score. Bart fine-tuned from a pretrained model loaded GPT-2 weight gives
little improvement to the score. Bart trained from a model loaded GPT-2 weight
doesn’t even have any improvement compared to the model trained from scratch

without GPT-2 weight.

5.6.2 Perplexity

Bart trained | Bart trained from a model | Bart fine-tuned from | Bart fine-tuned from a
from scratch | loaded GPT-2 weight a pretrained model pretrained model loaded

GPT-2 weight

Perplexity

674.8038 635.6714 344.2669 337.1880

Above table shows the perplexity scores of each model. We can see that Bart fine-
tuned from a pretrained model which loaded GPT-2 weight get the lowest score and
Bart trained from scratch get the highest score which means the previous one
performs the best under this metrics. We can observe that there is a big difference in
the score between models fine-tuned from a pretrained model and models without
pre-training. Also, there is also a small improvement when we load the weight of
pre-trained GPT-2 model into the Bart model. This indicates the power of pre-

training and fine-tuning.
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5.6.3 Tone Accuracy

Bart trained | Bart trained from a model | Bart fine-tuned from | Bart fine-tuned from a
from scratch | loaded GPT-2 weight a pretrained model pretrained model loaded
GPT-2 weight
Tone 0.98975 0.9877 0.99655 0.9938
Accuracy

Above table shows the tone accuracy of each model. We can see that all 4 models give
a very high tone accuracy. All of them are higher than 98% and that maximum
difference is less than 1%. Therefore, we can conclude that as long as we train the

model with enough steps, the model can obtain a high tone accuracy.
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5.6.4 Sample

This section showcases some output samples generated by the above four models.

The model takes tones as the input and generate lyrics which should match the
tones as output. Two samples of each model are shown in this section to do the

comparison. (More samples can be found in Appendix)

Input:

5143152
446633123563
651254
42562136

Generated by scratch Bart model without GPT2 weight
Sample 1:
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Generated by scratch Bart model loaded GPT2 weight
Sample 1:
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Sample 2:
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Generated by fine-tuned Bart model without GPT2 weight
Sample 1:
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Generated by fine-tuned Bart model loaded GPT2 weight
Sample 1:
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Sample 2:
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We can observe that the samples generated by the fine-tuned Bart models give a better
quality. Meaningless words or sentences are highlighted in red. Samples generated by
scratch Bart model tends to generate lyrics without much sense and it can hardly
generate a complete meaningful sentence in each line Also, it’s hardly to observe the
relation between each line generated. The samples generated by fine-tuned Bart tends
to generate meaningful word and sentences while the relation between each line can

be observed and hence, the whole paragraph of lyrics maintain a meaningful content.

5.6.5 Models Comparison

From the above sections, we can see that fine-tuning a model using a pre-trained
model outperform model trained from scratch while loading the weight of GPT-2
gives a small improvement which may not be able to be observed significantly but
still give some sort of advantage to the model. Pre-trained Bart model already well-
learn the representations of tone-to-text relations as well as the contextual information
and hence, we can directly fine-tune it for the lyrics generation task with tone2lyrics
dataset. Pre-trained GPT-2 learnt about the contextual information of lyrics while it
doesn’t know about the tone-to-text relations and hence, loading GPT-2 weight can
only give a small improvement. To conclude, fine-tuned Bart model which loaded

GPT-2 weight gives the best performance in general.
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6. Experiments — Pre-Lyrics Control Model

6.1 Dataset Preparation

To prepare the dataset for Pre-Lyrics Control Model, we need to do title labelling and
keyword labelling mentioned in section 4.2.1. We can keep using the lyrics data that
we have crawled when building the base model which is done in section 5.1. Then,
title extraction and keyword extraction are applied to do the labelling in order to

obtain the final labelled tone-to-lyrics dataset.

6.1.1 Title Extraction

BE#ELt X

Title:
EEE

Figure 6.1 Illustration of title extraction

Above figure shows how the title is extracted. As the lyrics of each song is crawled
and saved into a single file named with its song title, we only need to extract the file

name of the lyrics in order to achieve title extraction.
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6.1.2 Keyword Extraction

Keywords: _
B I £E #E 510 TE 2EE B85 e B

Figure 6.2 Illustration of keywords extraction

Above figure illustrates how keywords is extracted from the lyrics. Having the lyrics
of each song, we pass each lyric to the keyword extraction algorithm and TextRank is
chose to use in the project [39][40]. 10 keywords from the lyrics are extracted after

passing the lyrics to the keyword extraction script.
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6.1.3 Tone-to-Lyrics Dataset Labelling

Title:
EEE

Keywords
B TI FE B5 =18 TE 550 B85 W B

Figure 6.3 Illustration of Tone-to-Lyrics Dataset Labelling

Above figure illustrates how the final labelled tone-to-lyrics dataset is built. After
going through title extraction and keywords extraction, we can combine it with the
tone-to-lyrics dataset that we have built in section 5.2.2. The title and keywords are

embedded into the tone data to form the dataset.
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6.2 Model Training

6.2.1 Structure

As Pre-Lyrics Control Model is built by fine-tuning the base model, the model

structure will be the same as the base model. Please refer to section 5.5.1.

6.2.2 Statistic

train/loss

Figure 6.4 Training Loss of Base Model and Pre-Lyrics Control Model

Figure 6.5 Validation Loss of Base Model and Pre-Lyrics Control Model

The above figures show the training statistic of the Pre-Lyrics Control Model and

Base Model.
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6.3 Model Evaluation

6.3.1 BLEU

Generate a whole lyric

Base Model

Pre-Lyrics Control Model

BLEU

4.1

20.1

Above table shows the BLEU score of base model and Pre-Lyrics Control Model.

Base Model scores 4.1 and Pre-Lyrics Control Model scores 20.1. Therefore, Pre-

Lyrics Control Model gives a better performance compared to Base Model.

6.3.2 Perplexity

Base Model

Pre-Lyrics Control Model

Perplexity

337.1880

177.8593

Above table shows the perplexity scores of base model and Pre-Lyrics Control Model.

We can see from the score that Pre-Lyrics Control Model obtains a lower score

compared to base model. According to the definition of perplexity, lower score

indicates better performance. Therefore, we can conclude that Pre-Lyrics Control

Model performs better than base model.
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6.3.3 Tone Accuracy

Base Model

Pre-Lyrics Control Model

Tone Accuracy

0.9938

0.9868

Above table shows the tone accuracy of base model and Pre-Lyrics Control Model.

After fine-tuning the Base Model to be Pre-Lyrics Control Model, the tone accuracy

can still be maintained at a very high percentage which means that the Tone-based

Lyrics Generation is still held after adding extra controllability to the model.

6.3.4 BERTScore

Generated text as candidates; Keywords as references

Base Model

Pre-Lyrics Control Model

BERTScore

0.4965

0.5523

Above table shows the BERTScore of base model and Pre-Lyrics Control Model

which take generated text as candidates and keywords as references. Given the same

tone data, Base Model generates text with only the tone data as input while Pre-Lyrics

Control Model generates text with the tone data as well as the keywords. We can

observe that Pre-Lyrics Control Model gives a higher score compared to Base Model.

This indicates that the semantic correlation between keywords and the generated text

of Pre-Lyrics Control Model is higher than Base Model’s. Therefore, we can conclude

that Pre-Lyrics Control Model can generates lyrics that is related to the input

keywords.
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6.3.5 Pairwise BLEU

Generate a whole lyric

Base Model | Pre-Lyrics Control Model Pre-Lyrics Control Model
(Same tone, same keywords) (Same tone, different keywords)
Pairwise | 24.9 55.6 6.9
BLEU

Above table shows the Pairwise BLEU scores of base model and Pre-Lyrics Control

Model. As Pairwise BLEU is comparing between the generated text of the model, to

evaluate the Pairwise BLEU score, we will generate 4 different lyrics for each tone

input in the test dataset. Also, we can see from the table that we have two different

scores for Pre-Lyrics Control Model. This is because we use two different approaches

to generate the lyrics in order to evaluate the diversity of the model. The first

approach is generating 4 lyrics using the same keywords/title for each tone input. The

second approach is generating 4 lyrics using different keywords/title for each tone

input. We setup two different approaches to generate lyrics because we want to

evaluate how keywords/title would affect the diversity of the model.

As we have mentioned in the Methodology, a lower score indicates a higher diversity.

We can observe from the score that Pre-Lyrics Control Model using the first approach

gives a highest score which means that it gives the lowest diversity and the Pre-Lyrics

Control Model using the second approach gives the lowest score which means that it

gives the highest diversity. Therefore, we can conclude that, using Pre-Lyrics Control

Model, we can constraint the content of generated lyrics into a certain direction by

passing keywords/title (low diversity). If we will pass a different set of keywords/title,

we can direct the content of generated lyrics into another direction (high diversity).
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6.3.6 Sample

(More samples can be found in Appendix)

Tone:
43651122151
511133511133
21151222131
21225563613563

Generate 4 samples given same title and same keywords:
Title: A
Keywords: f8%5E ¥ Kig 38 B 29 G2 1% FHE K

Sample 1:
(EE S S NI =B 3 2 S 5

2OV 2 = DTN N G
O AR B oA dkoE R OB R
& % ik E] T BOE BT R OmE AR M

Sample 2:

HE X B RE 9O F oL A B

(A1 DI T = 1 s A N - VI
AR T % O HCE L 2

Ui bt 2 7 = R B R AR



Sample 3:

B E B W) & ik 5 0 &Y
£SO NS - O I

E FE R ARt B A] &
LCERATEAEHHFELRETHSE

i

i

Sample 4:

BE Mg E LR LEEB

EKE R AEDE XA ER

75 6 UK & Wl 47 3% 2] g = I
kAL DHB A hE

The above 4 samples show that given the same tone, title and keywords, the generated
lyrics are constraint into a direction that is related to the title and keywords. Generated

lyrics which are related to the input title and keywords are highlighted in red.
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Generate 4 samples given different title and different keywords:

Title 1: HECAH,

Keywords 1: 5 FR AH R g KE @6 €% 85 #5
Sample 1:

g WLom W — K F OF R AR

KW LoHELE - KRGHRE

AE A AR — fz & OF O E S

RER B R E AL E R RIRE "

Title 2: 3% B 534

Keywords 2: 7K@ Ay Aol HE &iF R 458 &% 3l ~MF
Sample 2:

WorE H & 5 K ECE EE K

a1 N L T N O N i

Al S e — B F E R

N (R G e = 2 AN (N AR I = =
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Title 3: &= K

Keywords 3: &=t 858 K6 foE A~ tg# fifb %EE 5 R{E
Sample 3:

= O WY K AT BE M B

A K AG #i AL i A6 B A AL Y

G 3 e A A OEE N oL FE R

N KB R R B & ML PR OFE Bk

Title 4: .8}

Keywords 4: JEE. <T3& K& @B WM BF N 2R JRER [B[EE

Sample 4:

B EHl - REEWNIKE

ok kAR E IR KRR E

5 —Z A EE KRS

s JE A F ok B g H e E B # kR

The above 4 samples show that given the same tone with different title and keywords,
the generated lyrics are directed into different directions that are related to the title

and keywords. Generated lyrics which are related to the input title and keywords are
highlighted in red.
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7. Experiments — Post-Lyrics Control Model

7.1 Dataset Preparation

7.1.1 Tone Masking Dataset

To prepare the data for Post-Lyrics Control Model, we need to do tone masking
mentioned in section 4.2.2. This process is actually quite similar to what we have
done when building the tone-to-lyrics dataset. The nature of tone masking is actually
applying tone extraction into lyrics data and replace the lyrics data with the tone
which is the same as tone-to-lyrics. The difference is that tone masking is done in

sentence-level.

Tone-to-Lyrics

Tone Data:

| 44534436
44154411
44114453

Tone Masking

Tone Masking Data:

e a3

L
P al
Tone Masking Data
SEEEEESE
x 44154411
AABERABE
‘\\

Figure 7.1 Comparing Tone-to-Lyrics dataset and Tone Masking dataset
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The above diagram illustrates the difference between building the tone-to-lyrics
dataset and tone masking dataset. When building tone-to-lyrics dataset, each lyric will
only map to one corresponding tone data. However, in tone masking dataset, the tone
extraction is done in sentence-level so the number of data each lyric will map to is the
number of sentences that the lyric has. From the diagram, we can see that if the lyric
has 3 sentences, then it will map to 3 different tone masking data with each sentence

masked.
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7.2 Model Training

7.2.1 Structure
As Post-Lyrics Control Model is built by fine-tuning the base model, the model

structure will be the same as the base model. Please refer to section 5.5.1.

7.2.2 Statistic

train/loss

Figure 7.2 Training Loss of Base Model and Post-Lyrics Control Model

eval/loss

Figure 7.3 Evaluation Loss of Base Model and Post-Lyrics Control Model

The above figures show the training statistic of Post-Lyrics Control Model and Base
Model. It’s quite interesting to point out that we can observe from the training loss,

Post-Lyrics Control Model converges really fast. Post-Lyrics Control Model is trained
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by fine-tuning the base model so we can consider the situation by comparing what the
base model and the Post-Lyrics Control Model are trained for. As described in section
7.1.1, the nature of tone-to-lyrics dataset and the nature of tone masking dataset is
actually very similar. The only difference is that tone-to-lyrics dataset mask the full
lyrics and tone masking dataset mask only one sentence. In fact, the lyrics data used
to prepare for two datasets is actually the same. Therefore, the base model already
learns the relation between lyrics and tone. We only need to slightly fine-tune it for
sentence-level lyrics generation and hence, Post-Lyrics Control Model converges very

fast.
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7.3 Model Evaluation

7.3.1 BLEU

Generate only one sentence

Base Model

Post-Lyrics Control Model

BLEU

2.5

39.3

Above table shows the BLEU score of base model and Post-Lyrics Control Model.

Post -Lyrics Control Model gives a higher score compared to Base Model. Therefore,

Post-Lyrics Control Model gives a better quality of the generated lyrics.

7.3.2 Perplexity

Base Model

Post-Lyrics Control Model

Perplexity

337.1880

119.0876

Above table shows the perplexity scores of base model and Post-Lyrics Control

Model. As Post-Lyrics Control Model gives a lower score compared to base model,

we can conclude that Post-Lyrics Control Model performs better than base model.
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7.3.3 Tone Accuracy

Base Model Pre-Lyrics Control Model
Tone Accuracy 0.9938 0.9945

Above table shows the tone accuracy of base model and Post-Lyrics Control Model.
After fine-tuning the Base Model to be Post-Lyrics Control Model, the tone accuracy
is still high and hence, the Tone-based Lyrics Generation is still held.

7.3.4 BERTScore

Generated text as candidates; Partly finished lyrics as references

Base Model Post-Lyrics Control Model
BERTScore 0.4608 0.4927

Above table shows the BERTScore of base model and Post-Lyrics Control Model
which take generated text as candidates and partly finished lyrics as references. Given
the same tone data, Base Model generates text with only the tone data as input while
Post-Lyrics Control Model generates text with the tone data as well as the partly
finished lyrics. We can observe that Post-Lyrics Control Model gives a higher score
compared to Base Model. This indicates that the semantic correlation between partly
finished lyrics and the generated text of Post-Lyrics Control Model is higher than
Base Model’s. Therefore, we can conclude that Post-Lyrics Control Model can

generates lyrics that is related to the partly finished lyrics
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7.3.5 Pairwise BLEU

Generate only a sentence

Base Model Post-Lyrics Control Model | Post-Lyrics Control Model

(Same tone, same lyrics) (Same tone, different lyrics)

Pairwise 30.5 61.8 1.1
BLEU

Above table shows the Pairwise BLEU scores of base model and Post-Lyrics Control
Model. As describe in section 6.3.5, we will generate 4 different lyrics using the same
tone input in the test set and we will setup two different approaches for Post-Lyrics
Control Model to generate lyrics because we want to evaluate how partly finished

lyrics input would affect the diversity of the model.

As a lower score indicates a higher diversity. We can observe from the score that Post-
Lyrics Control Model using the first approach gives a highest score which means that
it gives the lowest diversity and the Post-Lyrics Control Model using the second
approach gives the lowest score which means that it gives the highest diversity.
Therefore, we can conclude that, using Post-Lyrics Control Model, we can constraint
the content of generated lyrics into a certain direction by passing partly finished lyrics
(low diversity). If we will pass a different partly finished lyrics, we can direct the

content of generated lyrics into another direction (high diversity).
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7.3.6 Sample

(More samples can be found in Appendix)

Tone:

43651122151

Input:

43651122151

fREZEEEMZERT DB

s AR AD — B R A E K
HSEHAARRFIFERHEAER =
EHRAEEERET R A B E MK T
KZH FHETERE®RE®RHAE

Sample 1:
o Ay M E L B K

Sample 2:
il A ORI SIS I S

Sample 3:
e AR A NI S TR N1 =2 A0

Sample 4:
BEHER AN EERKRE

The above 4 samples show that given the same tone and same partly finished lyrics,
the generated lyrics are constraint into a direction that is related to the lyrics input. It’s
a bit hard to evaluate the relation between one sentence and the remaining lyrics, but
we can still observe that between each sample, the generated lyrics are constraint into

similar phrase.
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Input 1:
43651122151
AR Xl AR TRy - FHE
HoL f & &
Mg ik B AR
B H B YT

% & A Ix B W
H F R E A R

&

E2

Pl

Sameple 1:
(A R S i A FE

Input 2:

43651122151

i BROF OB R W OGE AV AE BK
EREZAHBRENS R KL EL
Vil NS

EAEAOCEGABK

R IR HE R — U R T G

Sameple 2:
LB AE IR B fS B JEE T

iz
e

Input 3:
43651122151

R 7 BB E o OE R
B TN 4 EH
fEXe i H 718 # 1§
T F Y progE

, I

K o
FH B A

W
&

il

O A mE
& t & B FF %

\
/|



Sample 3:
(7 i N S 2 A T

Input 4:
43651122151
KB A O oS | R %

i

HEMFRE R EMEEENNREHKRM
s — R IR A A WA R EE R A
IE&EE# & & T 4 K

MmE AR R ZEEE H A

B AR ORI MG T A

Sample 4:

W B IR A& K E Z g B

The above 4 samples show that given the same tone and different partly finished
lyrics, the generated lyrics are directed into different directions that is related to the
lyrics input. we can still observe that between each sample, the generated lyrics are

using totally different phrases.
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8. Tone2Cantopop

As the final goal of this project is to assist Cantopop Lyric Composition which help
public write lyrics. Therefore, an easy-to-use interface for public to access the
model with extra helping features, I have created a web tool called Tone2Cantopop

for public to use.

8.1 Lyrics Generation

The tool mainly provides the function which allow user to input tone converted
from the melody and output lyrics that match the input tone. This feature provides 3
modes to do different types of lyrics generation. They are Base Mode, Pre-Lyrics
Mode, and Post-Lyrics Mode. Below figure illustrates how can user switch between

the modes.

Mode:| Base v

Base
Pre-Lyrics
Post-Lyrics

Figure 8.1 Dropdown menu for selecting the mode
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8.1.1 Base Mode

The first mode is the Base mode. In this mode, the Base Model is loaded to take the

only the tones input and generate the corresponding lyrics output

Tone number of sample (max 5)
123564 4

432134

345126

Figure 8.2 Input interface for lyrics generation
Above figure shows the interface for user inputting the tone to load the base model
and generate the lyrics. Except from inputting tone, there is one extra parameter

that user can input which is the number of samples. User can decide how many

samples to be generated from the model. Maximum number available currently is 5.

Figure 8.3 Tabs to toggle between generated samples

User can click on the tab number to toggle between the samples generated by the

model.
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M)
Ll
o

speak

FREEHMAE
EEFESREA
EfR—BE

Figure 8.4 Third sample generated

M
L
EES

speak

EEERAXK
ESEENFE
WETHTFE

Figure 8.5 Fourth sample generated

Figure 8.4 and Figure 8.5 show the samples toggled between each other. Figure 8.4
refers to the lyrics in tab 3 and Figure 8.5 refers to the lyrics in tab 4.
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8.1.2 Pre-Lyrics Control Mode

The second mode is Pre-Lyrics Control Mode. In this mode, Pre-Lyrics Control Model
is loaded and takes title, keywords and tones as input and lyrics that match the tone

and relate to title and keywords would be generated.

Title Tone

ENAE 43651122151
511133511133
21151222131
21225563613563

Keywords

REE 3 XE A 2R
EE EE = EE NS

Figure 8.6 Input interface of Pre-Lyrics Control Mode
Above figure shows the interface for Pre-Lyrics Control Mode. Except from taking

tones and number of samples as input like the Base Mode, Pre-Lyrics Control Mode

takes extra parameters which are the title and the keywords defined by users.
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8.1.3 Post-Lyrics Control Mode

The third mode is Post-Lyrics Control Mode. In this mode, Post-Lyrics Control Model
is loaded and takes partly finished lyrics and tones as input and lyrics that match the
tone and relate to the input lyrics would be generated.

Input

43651122151
MERLHEREEL BB
EFAP-BEENER

RS ERAERBLXEESRERS

Figure 8.7 Input interface of Post-Lyrics Control Mode

Above figure shows the interface for Post-Lyrics Control Mode. It still takes number
of samples as parameter, but it doesn’t take separate tone input. Instead, Post-Lyrics
Control Mode takes mixed partly finished lyrics and tone as input.
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8.2 Text-to-speech

Text-to-speech function is provided to user for demo purpose. Although providing
text-to-sing is the best demonstration, it’s another machine learning topic that

requires a lot of effort to achieve. Therefore, for current stage, text-to-speech is

provided as a simple demo for user check whether the generated lyrics sounds good

or not.

Voices

Male
Female

speak

Figure 8.8 Text-to-speech interface

Figure 8.8 refers to the text-to-speech interface. User can choose a male voice or a
female voice to do the demonstration and click on the speak button to start the

speech. Also, when the word is being spoken, the spoken word will be highlighted

for indicating purpose.

BAEAERE
“REEHY R R RS

2E—EE
NREREEFER
HAEEFTHE

Figure 8.9 Spoken word highlight feature

Figure 8.9 shows an example of spoken word highlight feature. When the word

“3” is being spoken, it’s highlighted automatically.
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8.3 Tone Comparison

As the goal of this project is inputting tone to model and generating lyrics matching
the tone as output, the tool has provided the comparison between the input tone and
tone of generated lyrics. Unmatched tone is highlighted, and the total accuracy is

calculated as the reference.

Input Tone Output Tone Tone Accuracy
1253564 1253564 88.89%
432134 432134

345126 345216

Figure 8.10 Tone comparison feature
Above figure shows a sample output of the tone comparison feature. The unmatched

tones 2 1 is highlighted in red and the corresponding accuracy is 16/18 = 88.89%.

User can then further make modification on the lyrics to make it match the input tone.
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9. Limitation

There are some limitations which may affect the results of the models trained.

9.1 Size of dataset

It’s hard to tell whether the dataset it’s enough for the model. However, it’s never
wrong that bigger dataset can let the model learn more and better. In this project,
about 15000 lyrics data and the same size of tone2lyrics data, 10GB corpus data and

200MB tone2corpus data which is extracted from the corpus are used.

For the lyrics data, although I have mentioned above that the dataset can be expanded
to include even Mandarin pop lyrics due to tone-based lyrics generation approach, this
project’s focus is still Cantopop lyrics and hence, the lyrics data is still built mainly
using Cantopop lyrics. However, it’s a possible direction to include Mandarin pop

lyrics in the dataset to compare the results.

For the tone2corpus data, although the origin corpus data is 10GB, only 200MB
tone2lyrics data is built because there is computational limitation for extracting the
tone and forming the dataset. Therefore, only 200MB data can be prepared but it’s
possible to prepare larger tone2corpus data to do the pre-training to see whether the

result can be improved.
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9.2 Multiple possible tones of a Chinese character

There are some edge cases that when a character is combined with different characters

to form a word, the tone of the character will be different.

q: g | @
AT EE: AdAd

=10 =
EEz=sss) | & 0 R BEF 1RSSR
Ei}_{,.‘
B(p . Y .
zungl = ]u‘ B 78 Bue) | -85 v||Px. F, PEBE2]
=(p4
B(p-1) o = R
zung3 e | L) [CEE V]|®, 55, $E)

Figure 9.1 Example of a Chinese character with multiple tones
Source: [36]

Figure 9.1 shows one example that when a Chinese character, 51 (middle) from
Figure 9.1, is combined to form different words, 1,0 (center) and & (stroke)
from Figure 9.1, the tone associated would be different. Tone is 1 with the case 5.0
and tone is 3 with the case H1JE. As we are using Bert tokenizer which handle
Chinese in a character-based approach and hence the extraction of tone is also
character-based. Therefore, the cases of multiple possible tones of a Chinese character
are not taken into consideration. To improve it, we can train our own tokenizer using
WordPiece / SentencePiece approach which tokenize the text into word level /
sentence level. We can then do the tone extraction based on the word / sentence which

should be able to solve the problem of multiple possible tones of a Chinese character.
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10. Conclusion

In this project, the power of Transformer architecture is utilized to develop a model
specifically fit for generating Cantopop lyrics. Traditional word/sentence-prediction-
based lyrics generation and melody-based lyrics generation as they are not suitable for
the nature of Cantopop. A brand-new tone-based approach is presented here for

Cantopop lyrics generation.

Several models (GPT-2 and Bart) are trained using two different training approaches,
pre-training and fine-tuning and training from scratch. We can see the power of
having a pretrained model trained in-domain and fine-tuning it for specific task. No
matter the training statistics, evaluation metrics score or quality of generated lyrics,
fine-tuning the model from a pretrained model gives a much better result comparing

to training a model from scratch.

After building the base model which implement tone-based lyrics generation, it’s
extended to be Pre-Lyrics Control Model and Post-Lyrics Control Model by adding
extra controllable attributes to the model. They allow user to control the direction of

lyrics generation which make the models have more practical use.

Also, a web application Tone2Cantopop is developed for public to use which provide
a several features except from generating lyrics based on the input like text-to-speech

and input and output tone comparison.

Cantopop is not a popular topic in the field of machine learning due to its universality.
This project aims at building a foundation on applying machine learning techniques
into Cantopop. Cantopop and Cantonese are interesting topic to work on due to its
own unique nature and hopefully this project can raise the interest or attention on

Cantopop and Cantonese.
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11. Possible Future Development

11.1 Model Improvement

11.1.1 Controllability Improvement

Although some controllable attributes are added in order make the model is
somehow controllable by constraining the direction of the content of generated lyrics
using title/keywords and partly finished lyrics, there are many aspects to make the
model more controllable. For example, we can make the model to generate a specific
genre of music like rock, hip hop, etc. Or we can constraint the generated lyrics look

like the lyrics of some singer/lyricist.

11.1.2 Model Configuration Adjustment

As the main focus of the project isn’t find the best configuration of the model, so the
model structure remains the same to compare between different approaches. After,
building up the approaches to obtain the model, we can adjust the model configuration

in order to find the best one to keep improving the quality of generated lyrics.

102



11.2 App Improvement

11.2.1 Account system

An account system can be implemented that each user can register an account to use
the application. Some simple features can be provided to each account. For example,

user can save the lyrics generated and review or export the saved lyrics at any time.

11.2.2 Rating system
As the lyrics is auto generated by the model, it’s difficult to ensure the quality of

generated lyrics, a rating system can be implemented which let user rate the lyrics
which can be considered a type of human evaluation on the output results and the

rating can be saved for future improvement of the model.
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Appendix
More sample lyrics generated by the Base Model.
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More sample lyrics generated by the Pre-Lyrics Control Model.
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More sample lyrics generated by the Post-Lyrics Control Model.
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