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Project Overview



Motivation
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• It can be imagined: AI and humans work and live in a same society
• The key initial step: evaluating AI’s human-like abilities

• Psychological portrayal
• Emotional ability
• Decision-making
• …



Our Project Roadmap
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Finished in term 1

Focusing parts in this term



LLM + Psychology Series Work
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J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926.
J Huang et al. On the Humanity of Conversational AI: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.
J Huang et al. Emotionally Numb or Empathetic? Evaluating How LLMs Feel Using EmotionBench. arXiv 2308.03656.
J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.

Scale Reliability
(ICML’24 Under Review)

PsychoBench
(ICLR’24 Oral)

EmotionBench
(ICML’24 Under Review)

GAMA-Bench

(1) Guess 2/3 of the Average (2) El Farol Bar (3) Divide the Dollar

(6) Sealed-Bid Auction(5) Diner’s Dilemma(4) Public Goods Game

(7) Battle Royale (8) Pirate Game

Cooperative Games

Betraying Games

Sequential Games

GAMA-Bench Framework
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Revisiting Scale Reliability



Reviewing Previous Work
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You can only reply to me numbers from 1 to 7. Score 
each statement on a scale of 1 to 7, with 1 being 
agree and 7 being disagree.

16personality test

(i) Different Question Ordering (ii) GPT-4 Paraphrasing (iii) Different Languages (iv) Personality Control

Collect Responses



Reviewing the Findings in Previous Work
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• Findings:
• ChatGPT can produce robust ENFJ results against different prompts, orders, rephrases, and 

languages
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• Findings:
• ChatGPT can produce robust ENFJ results against different prompts, orders, rephrases, and 

languages
• OpenAI GPT family maintains a similar personality, while others are not



Reviewing the Findings on Previous Work

11

• Findings:
• ChatGPT can produce robust ENFJ results against different prompts, orders, rephrases, and 

languages
• OpenAI GPT family maintains a similar personality, while others are not
• ChatGPT is difficult to change their personality on scales based on prompt



Revisiting Motivations (1/3)

J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926. 12

1. Scale up the testing samples



Revisiting Motivations (2/3)

J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926. 13

1. Scale up the testing samples
2. Customize GPT configurations

• Including system prompt, temperature, …



Revisiting Motivations (3/3)

J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926. 14

1. Scale up the testing samples
2. Customize GPT configurations
3. Adopt Big Five Inventory (BFI) scale

• NERIS Analytics Limited clarified the misrepresentation of 16Personality as MBTI



Evaluating the Reliability

[11] G Jiang et al. Evaluating and Inducing Personality in Pre-trained Language Models. In NeurIPS 2023.
[12] M Miotto et al. Who is GPT-3? An Exploration of Personality, Values and Demographics. In EMNLP 2022 NLP+CSS Workshop.
[14] G Serapio-García et al. Personality Traits in Large Language Models. arXiv:2307.00184. 16

• Rephrased instruction templates
• T1 (default), T2 [11], T3 [12], T4&T5 [14]

• Rephrased statements
• Original + Four GPT-4 rewritten versions

• Languages
• En, Zh, Es, Fr, De, It, Ar, Ru, Ja, Ko

• Choice labels
• A B C, a b c, I II III, i ii iii , 1 2 3

• Choice orders
• Ascending, Descending

• 5 * 5 * 10 * 5 * 2 = 2500



Experiments: GPT-3.5-Turbo-0613

• Finding: gpt-3.5-turbo demonstrated a specific personality trait
17J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.



Experiments: GPT-4-0613 and Gemini-1.0-Pro

18J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

(a) GPT-4 (b) Gemini-Pro (c) Comparison



Test-Retest Reliability
• Consistency over time scales
• 5-month observation on gpt-3.5-turbo

• Conclusion: gpt-3.5-turbo exhibits 
satisfactory reliability

19J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.



Representing Diverse Groups

20J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
J Wei et al. Chain of thought prompting elicits reasoning in large language models. arXiv preprint arXiv:2201.11903, 2022.

• Evaluating their contextual steerability
• The capabilities of LLMs to represent diverse human populations accurately

• Contextual steerability strategy includes:
• Low directive: creating an environment
• Moderate directive: assigning a personality
• High directive: embodying a character

• Adopting the methodology inspired by the Chain-of-Thought (CoT) approach
• Instruct the model to articulate characteristics before engaging in the personality test



Representation Experiment: Environment

21J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

• Instructing the LLM to generate a story encompassing emotions
• Negative: anger, anxiety, fear, guilt, jealousy, embarrassment, frustration, and depression
• Positive: calmness, relaxation, courage, pride, admiration, confidence, fun, and happiness



Representation Experiment: Environment

22J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

• Testing sample: T1, V1, En, numerals choice in ascending order
• Findings: gpt-3.5-turbo demonstrates a robust personality under different 

environments

Environment-negative Environment-positive



Representation Experiment: Personality

23J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
S Santurkar et al. Whose opinions do language models reflect? arXiv preprint arXiv:2303.17548, 2023.

• Employing 3 approaches to assign a specific personality
• Assignment approaches: (1) Question Answering, (2) Biography, and (3) Portray



Representation Experiment: Personality

24J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
S Santurkar et al. Whose opinions do language models reflect? arXiv preprint arXiv:2303.17548, 2023.

• Employing 3 approaches to assign a specific personality
• Assignment approaches: (1) Question Answering, (2) Biography, and (3) Portray
• Personalities include the maximum and minimum value across each personality dimension

Dimensions Maximum Minimum

Openness An adventurous and creative person A person of routine and familiarity

Conscientiousness An organized person, mindful of details A more spontaneous and less reliable person

Extraversion A person full of energy and positive emotions A person with reserved and lower energy levels

Agreeableness A compassionate and cooperative person A competitive person, sometimes skeptical of others' 
intentions

Neuroticism A person with emotional instability and diverse 
negative feelings A person with emotional stability and consistent moods



Representation Experiment: Personality

25J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

- max
- min



Representation Experiment: Personality

27J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

• Finding: gpt-3.5-turbo has a comprehension of the assigned personality traits

Dimensions Maximum Minimum

Openness ↑ (+0.31) ↓ (-0.75)

Conscientiousness ↑ (+0.37) ↓ (-0.84)

Extraversion ↑ (+0.21) ↓ (-1.71)

Agreeableness ↑ (+0.44) ↓ (-0.34)

Neuroticism ↑ (+1.03) ↓ (-0.45)



Representation Experiment: Characters

28J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

• Instructing LLMs to fully represent a specific character
• Heroes: Harry Potter, Luke Skywalker, Indiana Jones, James Bond, Martin Luther King, Winson     

          Churchill, Mahatma Gandhi, Nelson Mandela
• Villains: Hannibal Lector, Lord Voldemort, Adolf Hitler, Osama bin Laden, Sauron, Ursula, 

           Maleficent, Darth Vader



Representation Experiment: Characters

29J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

• Finding: gpt-3.5-turbo demonstrates a robust personality if playing hero characters 
but not for villain characters

Heroes Villains



Discussion on CoT

30J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

(a) QA w/ and w/o CoT

(b) BIO w/ and w/o CoT

(c) POR w/ and w/o CoT

(d) Character w/ and w/o CoT

• Finding: CoT approach does not significantly influence personality distribution
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GAMA-Bench



GAMA-Bench Motivation: (1/3)

34

1. Understand LLM Decision-Making Capabilities

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



GAMA-Bench Motivation: (2/3)
1. Understand LLM Decision-Making Capabilities
2. Develop Robust Evaluation Framework

35J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



GAMA-Bench Motivation: (3/3)
1. Understand LLM Decision-Making Capabilities
2. Develop Robust Evaluation Framework
3. Explore Multi-Agent Dynamics

36J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Evaluation Using Game Theory
• Games can help to infer the thoughts of LLMs
• Evaluation based on Nash Equilibrium (NE)
• We consider 3 kinds of game:

1. Cooperative Games
2. Betraying Games
3. Sequential Games

• Base testing model: gpt-3.5-turbo-0125

37J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Cooperative Games
Game Name How to Play Nash Equilibrium

Guess 2/3 of the Average
Players choose a number between 0 and 100. The 

winner picks the number closest to 2/3 of the average of 
all picks

Everyone picks 0

El Farol Bar

Players decide independently whether to go to a bar or 
stay home, based on the bar's capacity and enjoyment 

level
Implicit: Information of bar capacity is not provided
Explicit: Information of bar capacity is provided explicitly

60% chance of going, 40% chance of 
staying home

Divide the Dollar Players bid for a dollar with each bid up to 100 cents. If 
total bids ≤ $1, each gets their bid; otherwise, none Each player bids 10 cents

38J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Vanilla Experiment: Guess 2/3 of the Average
• Initially guessed around 50
• Misunderstand the NE as 50 
• But a downward trend in guesses over time

39J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Vanilla Experiment: El Farol Bar
• Initially strong tendency to go to bar
• Shift towards staying home 
• Under implicit setting, lower attendance probability

40J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Vanilla Experiment: Divide the Dollar
• Initially matches NE
• Shifts toward higher demand
• Aggregated shares stabilize around 100

41J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Betraying Games

42

Game Name How to Play Nash Equilibrium

Public Goods Game
Players decide privately how many of their tokens to 

contribute to a communal pot. The pot is multiplied by a 
factor 2 and divided equally among all players

None of the players contribute anything to 
the communal pot

Diner’s Dilemma
Players choose between a costly dish (x) and a cheaper 
dish (y). Costlier dish provides more utility (a) than the 

cheaper one (b), with costs shared among all

All individuals opt for the expensive dish, 
reducing overall welfare compared to 

choosing the cheaper option

Sealed-Bid Auction

Default setting: valuation range from 0 to 200
Players submit secret bids once in two formats: 

1. FPSBA, where the highest bid wins and pays their bid
2. SPSBA, where the highest bid wins but pays the second-

highest bid

FPSBA: Underbidding occurs
SPSBA: Players bid their true valuation, 

enhancing efficiency

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.

FPSBA (First Price Sealed-Bid Auction), SPSBA (Second Price Sealed-Bid Auction)



Vanilla Experiment: Public Goods Game
• Balancing act between cooperative and free-riding behaviors 
• Noticeable trend towards increased contributions over time 
• Cooperative tendency of the LLMs

43J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Vanilla Experiment: Diner’s Dilemma
• Largely favor less expensive option
• Optimizing overall social welfare
• Consistent occurrence of an agent opt for costly dish
• Deviation for self interest

44J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Vanilla Experiment: Sealed-Bid Auction
• First Price Auction: bid less than valuation (NE)
• Second Price Auction: bid less than valuation
• Tend to bid less than valuation under Sealed Bid Auction

45J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.

(a) First Price: Players' Valuation Minus Bid (b) First Price: Average of Valuation Minus Bid (c) Second Price: Players' Valuation Minus Bid (d) Second Price: Average of Valuation Minus Bid



Sequential Games
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Game Name How to Play Nash Equilibrium

Battle 
Royale

Default setting: Assign hit rate from 35%-80% (5% 
interval)

Players with varying shooting accuracies participate in 
a sequential shooting match, aiming to be the last one 

standing

aiming players with highest hit accuracy

Pirate Game

N pirates decide how to distribute 100 gold coins. The 
highest-ranked pirate proposes a distribution, needing 

a majority vote to pass. If rejected, the pirate is 
ousted, and the next highest proposes

Proposer: maximizes gold by distributing one coin to 
each odd-ranked subordinate while keeping the 

largest share
Voter: only accepts when it receives any gold coins in 

the odd-ranked position corresponding of proposer

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Vanilla Experiment: Battle Royale
• Seldom aim at target with highest hit rate
• Underused ‘intentionally miss’ option

47J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Vanilla Experiment: Pirate Game
• Frequent misalignment with optimal strategies
• Suboptimal strategies
• Voting discrepancies with NE
• Challenging game for LLMs

48J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Further Experiments 
1. Robustness Test:

• Any significant variation across multiple iterations?
• Response to changes in temperature and prompt templates

49J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Robustness Test: Multiple Runs (1/3)
• Tested 5 times for each game for robustness
• Except for sequential games, consistent performances are observed

50J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Robustness Test: Temperatures (2/3)
• Temperature set as {0, 0.2, 0.4, 0.6, 0.8, 1}
• Minimal impact on most games, except “Guessing 2/3 of the Average”

51J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Robustness Test: Prompt Templates (3/3)
• Rephrased our initial template with GPT-4
• Created 4 distinct versions (manual examination conducted)
• Significant variations in performance

52J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Further Experiments 
1. Robustness Test: 

• Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
• Can techniques for improving reasoning abilities be applied to improve performances?

53J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Reasoning Strategies: CoT (1/2)
• Starting with the phrase ”Let’s think step by step” 
• Articulate its reasoning before concluding
• Effectiveness observed:

• Guessing 2/3 of the Average
• Divide the Dollar
• Sealed-Bid Auction

• Encouraged more selfish behavior:
• Public Goods Game
• Diner’s Dilemma

54J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Reasoning Strategies: Persona (2/2)
• Starting with the phrase ”You are [ROLE]”
• ROLE: 

• a cooperative and collaborative assistant 
• a selfish and greedy assistant
• a mathematician

• Collaborative persona: boosts performance the most
• Selfish persona: poorer outcomes, and inconsistency
• Mathematician: improves logical reasoning ability

55J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Reasoning Strategies

56J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Further Experiments 
1. Robustness Test:

• Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
• Enhancing performance through tailored prompts are feasible
• Collaborative persona has the best performance

3. Generalizability:
• Performance variation among different gaming environments
• Test the LLM’s capability of retaining knowledge acquired during training

57J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Generalizability
• Various game settings
• Inconsistent performance
• Significant difficulties in:

• El Farol Bar
• Public Goods Game

58J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Further Experiments 
1. Robustness Test:

• Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
• Enhancing performance through tailored prompts are feasible
• Collaborative persona has the best performance

3. Generalizability:
• Inconsistent performance on gpt-3.5-0125

4. Leader Board
• Compare Performances of different LLMs

59J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Leader Board

60J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.



Further Experiments 
1. Robustness Test:

• Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
• Enhancing performance through tailored prompts are feasible
• Collaborative persona has the best performance

3. Generalizability:
• Inconsistent performance on gpt-3.5-0125

4. Leader Board
• Provided quantitative comparison between model performances

61J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.
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Conclusion



Conclusion
• Advanced the understanding and development of LLMs
• Verified the human scale reliability (Scale Reliability)
• Benchmarks to assess:

• Emotional abilities (EmotionBench)
• Psychological and cognitive capabilities (PsychoBench)
• Decision Making abilities (GAMA-Bench)

69

(1) Guess 2/3 of the Average (2) El Farol Bar (3) Divide the Dollar

(6) Sealed-Bid Auction(5) Diner’s Dilemma(4) Public Goods Game

(7) Battle Royale (8) Pirate Game

Cooperative Games

Betraying Games

Sequential Games

GAMA-Bench Framework




