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» Motivation

* |t can be imagined: Al and humans work and live in a same society

* The key initial step: evaluating Al's human-like abilities
« Psychological portrayal
« Emotional ability
» Decision-making




2» Our Project Roadmap

Finished in term 1

ScaleReliability [arXiv] RevistingScaleReliability [ICML'24 UnderReview]
Personality
/_ PsychoBench [ICLR 24 Oral]

LLM + Psycholo
y gy The—— Emotion EmotionBench [ICML' 24 UnderReview]

\ Sociology GAMA-Bench [ToBeSubmitted]

Focusing parts in this term
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2» LLM + Psychology Series Work

/

/ Scale Reliability \ PsychoBench / EmotionBench \ / GAMA-Bench

(ICML’24 Under Review) (ICLR’24 Oral) (ICML’24 Under Review)

(a) Openness
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J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926.

J Huang et al. On the Humanity of Conversational Al: Evaluating the Psychological Portrayal of LLMs. In ICLR 2024.

J Huang et al. Emotionally Numb or Empathetic? Evaluating How LLMs Feel Using EmotionBench. arXiv 2308.03656.

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.
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2» Reviewing Previous Work

16personality test

if

3 o

(i) Different Question Ordering (ii) GPT-4 Paraphrasing (iii) Different Languages (iv) Personality Control
22 \
I You can only reply to me numbers from 1 to 7. Score |
| each statement on a scale of 1 to 7, with 1 being |
i agree and 7 being disagree. I

Collect Responses



» Reviewing the Findings in Previous Work

* Findings:
« ChatGPT can produce robust ENFJ results against different prompts, orders, rephrases, and
languages

Lang Prompt E N T J
En You can only reply to me numbers from 1 to 7. Score each statement on ascaleof 1to 7, | 59 54 46 70
100 E N 1 J 100 E N i 5 J 100 E N 1 J with 1 being agree and 7 being disagree.
Zh | BRARGDERIZNTHET  BRIATHFRAFARERITHESY, LRFR | 61 63 48 72
. s ! & TRTLARE.
80 | 80 80| 4 1 Ko | 138 7749 A28 3ad & daUch 2 230 128 770409 35S0 | 62 57 49 63
ﬁj t ‘ $ ﬁ LLJ =S A12 59,7 5 oz BATG:
601 L:J ° 60 ps 601 \_r‘ Es Sélo puedes responderme con niimeros del 1 al 7. Puntia cada afirmacién en una escala | 54 = 73 38 69
qé L ? % Qé ! del 1 al 7, siendo 1 ’de acuerdo” y 7 “en desacuerdo”.
n 40! )\ n 40 @ 2 40/ v Fr Vous ne pouvez me répondre que des numéros de 1 a 7. Notez chaque énoncé sur une | 63 69 41 75
m ‘—*—‘ échelle de 1 a7, 1 étant d’accord et 7 étant en désaccord.

4 De Sie kénnen mir nur Nummern von 1-7 antworten. Bewerten Sie jede Aussage auf einer | 58 62 35 74

20| e 20 20| Skala von 1 bis 7, wobei 1 fiir Zustimmung und 7 fiir Ablehnung steht.
It Potete rispondermi solo con numeri da 1 a 7. Assegnate un punteggio a ciascuna affer- | 67 61 46 58

0 ) ) ) ! 0 ! ! ! ) 0! ! ! ! ! mazione su una scalada 1 a7, dove 1 & d’accordo e 7 & in disaccordo.
I S F P I S F P I S F P — ~— — — —

(a) Prompt Selection (b) Question Order (c¢) Question Rephrase Ao st vy oo e sl Fdned fov iy on (00 Je o)) 8 e TOE 33 T4 6E
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2» Reviewing the Findings on Previous Work

* Findings:
« ChatGPT can produce robust ENFJ results against different prompts, orders, rephrases, and
languages
* OpenAl GPT family maintains a similar personality, while others are not

E N T J E N T J E N T J E N T J E N T J E N T J E N T J
100 100 100 100, 100 100 100
80/ 3+ 80 T 80 80| 80 80 8o
s H : [
T > + T = = (| ?
0| 3 [ T 60 D T e ; , 60 : , , , 60 =
I g | [ 2| e R |8 S g 8 |
3 S S — S [ { S * ‘ S . 53 |
@ @ T @ “ 40 T “ a0t * “ a0
40/ - 40 - 40 ==
b R 4
20 20 20 20/ 20 20 20
0 0 0 LI S F P L S F P 0 S F P = S F P
I S F P I S F P I S F P
L (a) Bard (b) Spark (c) ERNIE Bot (d) ChatGLM
(a) text-davinci-003 (b) ChatGPT (c) GPT-4
10



2» Reviewing the Findings on Previous Work

* Findings:
« ChatGPT can produce robust ENFJ results against different prompts, orders, rephrases, and
languages
* OpenAl GPT family maintains a similar personality, while others are not
« ChatGPT is difficult to change their personality on scales based on prompt

o B N T T BN T T BN T o BN T 3 B N T Persona Personality
80 ! 80 T 80 H JT i ? Jungkook ISFP
i | “L TL I (' ; i I P N : {& s Micfilael Jordan ISTP
z ﬁ ol e 1 T, HEHE: % 2 © 2 @ Ella Baker ESTJ
ISP L S j I B S R W » | Elton John ESFP
b : + g i Eddie Murphy ESTP
) % ‘ 20 i 2 i 20 William Shakespeare INFP
" " S e E— s Angela Merkel ISTJ
(a) QA (b) BIO (c) PORTRAY (a) Positive Environment (b) Negative Environment Adam Savage ENTP
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2 Revisiting Motivations (1/3

1. Scale up the testing samples

You

You can only reply to me in the alphabet 1to 7. 1 denotes strongly agree, 2 denotes agree, 3
denotes somewhat agree, 4 denotes neutral, 5 denotes somewhat disagree, 6 denotes disagree, 7
denotes strongly disagree. Score each statement on a scale of 1to 7:

1. You regularly make new friends.

2. You spend a lot of your free time exploring various random topics that pique your interest.

3. Seeing other people cry can easily make you feel like you want to cry too.

4. You often make a backup plan for a backup plan.

5. You usually stay calm, even under a lot of pressure.

L 16 Personalities Personality Test ~ Personality Types ¥ Premium Suites ~ Specialized Tests v Teams v Resources v Q @ Login Take the Test

ChatGPT
1.1
2.1
3.2
4.3

J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926. 12
]



2» Revisiting Motivations (2/3)

1. Scale up the testing samples

2. Customize GPT configurations
* Including system prompt, temperature, ...

OpenAl API
Integration

J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926. 13




2» Revisiting Motivations (3/3)

1. Scale up the testing samples
2. Customize GPT configurations

3. Adopt Big Five Inventory (BFI) scale
* NERIS Analytics Limited clarified the misrepresentation of 16Personality as MBTI

O 16Personalities <support@16personaliti... Friday, 17 November 2023 at 11:35 PM

To: ® HUANG, Jen-tse
Cc: jthuang@cse.cuhk.edu.hk; @ LAM, Man Ho; @ LI, Eric John

S

@ To protect your privacy, some external images in this m...

[ This message is flagged for follow-up.
Hello, &
©
; ) \a %0 %%
Thank you for the message. I'm afraid our theory is not MBTI, so the Q]- &
citation/reference to us in the published document is incorrect. - ,%\%
D
EX)

Our scales are based on reworked Big Five dimensions
(http://en.wikipedia.org/wiki/Big_Five_personality_traits) rather than Jungian
concepts, hence the five traits, focus on type groups, the absence of cognitive
functions and so on. You can find more info about our framework and its differences

PERSONALITY

&
We would love for you to correct the published paper and unfortunately do have to TRAITS S
decline permission to cite us in the current paper you are working on as it would also @9
(¢)
&
)
R

from other theories, including Myers-Briggs’, in our main theoretical article and the
links within: h ww.16personali n/articles/our-theory.

EXTRAVERS|Q),
Ey

o

( “

be inaccurate. Sorry about that!

Kind regards,
Kirstin

Kirstin Navaroli

Customer Support

NERIS Analytics Limited

Nine Hills Road, Cambridge, CB2 1GE, United Kingdom | Registered in England and
Wales, # 8646330

www.16personalities.com

J Huang et al. Revisiting the Reliability of Psychological Scales on Large Language Models. arXiv 2305.19926. 14
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» Evaluating the Reliability

* Rephrased instruction templates
* T1 (default), T2 [11], T3 [12], T4&T5 [14]

* Rephrased statements
 Original + Four GPT-4 rewritten versions

« Languages
 En, Zh, Es, Fr, De, I, Ar, Ru, Ja, Ko

* Choice labels
« ABC,abc, LI, iiiiii,123

e Choice orders
» Ascending, Descending

*«575*10*5*2=2500

[11] G Jiang et al. Evaluating and Inducing Personality in Pre-trained Language Models. In NeurlPS 2023.
[12] M Miotto et al. Who is GPT-3? An Exploration of Personality, Values and Demographics. In EMNLP 2022 NLP+CSS Workshop.
[14] G Serapio-Garcia et al. Personality Traits in Large Language Models. arXiv:2307.00184. 16



2» Experiments: GPT-3.5-Turbo-0613

2.0 A Outliers
A Inliers
1.5
1.01 A A A %
A
0.5 A
A o
0.01 o
AR
~0.5 o) Am“* ”"’,; N
~1.0 ,>_»/'" X c /\u
/i 2 /A
~154 A A a 'Y‘t‘u v\;\ a
A 4 \4 4 \
L v Y\l R "1\\1" ‘_’
-2.01 N
-3 -2 21 1 3
(a Outhers
2.0 A A En
A Zh
1.51 Es
A Fr
1.0 1 A De
It
0.5 A A Ar
Ru
0.0 A A Ja
Ko
_0.5 4
_1.0 4
_1.5 4
_2.0 4
-3 -2 -1 0 1 3
(d) Language

2.0 A T1
A T2
1.5 A T3
A T4
1.0 A A TS5
0.5 1
0.0 1
_05 4
_10 4
-1.54
—2.01
-3 2 3
2.0 1 A Arabic Numeral
A A Lowercase Latin
1.5 % A Uppercase Latin
A o AA Lowercase Roman
1.0 4 A A A %A% A™A  Uppercase Roman
0.5 A
0.0 A
—0.51
—-1.01
—-1.51
—2.01
-3 -2 -1 0 1 2 3
(e) Choice Label

2.0 A A V1
AA AV2
1.54 LN V3
[An A A V4
1.0 4 A A A @ A A V5
2 A
051 A A R,
A M A
0.0 N B oampmn 8
AREBA A
AR AR A
—-0.51 AN
SR &
_1.0 4
A 2
-15 a4 VR
| Eew
£ A WVAVAY
-2.01 A A
-3 -2 -1 0 1 2 3
(c) Item
2.0 A A Ascending
s /  Descending
1.5 A
1.0 1
0.5 A
0.0 A
—-0.51
-1.01
~1.5 7 y
VAV AL
PR ALY
—2.0 1 A THRIRR A
-3 -2 -1 0 1 2 3
(f) Choice Order

* Finding: gpt-3.5-turbo demonstrated a specific personality trait

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
D
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2» Experiments: GPT-4-0613 and Gemini-1.0-Pro

2.0 A Outliers 2.0 4 A A Outliers 2.0 A GPT-3.5.Turbo
A Inliers a A Inliers o A A GPT-4
151 ana 151 1.5 N Gemini
A %A 24
AN A A A A A AMA A A A fmf A
1.0 1.0 1 A 1.0 - ~
D8 s, &
051 AA 2a A A N 0.5 1 AA AA A 0.5 -
mm% A
0.0 2 LA A 0.0 A 0.0
A A A
A 4 A A el
—0.5 —0.5 | A A 0.5
A Fa'o A/ANAAG 4 \{\\\/;\M
AA A, BN A Am mﬂ’: (N at/ar AAVA AR/
—1.0 1 AAA A —1.0 1 DNIXY, A —1.0 A
A A A A\ &7ANA A AN
LA AVAY A 4 AY 7t
—1.5 1.5 - TR A —1.5 4 AV AR
| 5 ®oes - A : VA A WA SWEL
; A T NRY
-2.0 1 A -2.0 - —2.01
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3

(a) GPT-4 (b) Gemini-Pro (c) Comparison

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024. 18



B Test-Retest Reliability

. . ] (a) Openness
» Consistency over time scales 0
4.00 A
* 5-month observation on gpt-3.5-turbo -
Sep'-Mid Sep:End Oct:Mid Oct-lEnd NovI-Mid Nov:End Dec'-Mid DeciEnd Jan-lMid Jan-'End
4504 (b) Conscientiousness
4.25 A
4.00 A
3.751
Sepl-Mid Sep:End OctiMid Oct—IEnd NovI»Mid Nov:End Decl—Mid Dec:End Jan—'Mid Jan-lEnd
4251 (c) Extraversion
4.00 A
3.751
3.50 1
3.25 4
PY : . - - : : Sepl-Mid Sep:End OctiMid OctjEnd Nov'-Mid NoviEnd Decl-Mid Dec:End Jan—lMid Jan~lEnd
Conclusion: gpt-3.5-turbo exhibits e
. . agn 4.50 A
satisfactory reliability
4.00 A
3.751
Sepl—Mid Sep:End Oct:Mid Oct—‘End NovI—Mid Nov:End Decl—Mid Dec:End Jan—'Mid Jan—lEnd
2.75 1 (e) Neuroticism
2.50 A
2.25 4
2.00 A
1.75 1
Sepl-Mid Sep:End Oct:Mid Oct-lEnd Novl-Mid Nov:End Decl-Mid DeclEnd Jan-lMid Jan-lEnd
J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024. 19



» Representing Diverse Groups

« Evaluating their contextual steerability
» The capabilities of LLMs to represent diverse human populations accurately

« Contextual steerability strategy includes:
* Low directive: creating an environment
* Moderate directive: assigning a personality
» High directive: embodying a character

« Adopting the methodology inspired by the Chain-of-Thought (CoT) approach

* Instruct the model to articulate characteristics before engaging in the personality test

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
J Wei et al. Chain of thought prompting elicits reasoning in large language models. arXiv preprint arXiv:2201.11903, 2022.
]
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2» Representation Experiment: Environment

* Instructing the LLM to generate a story encompassing emotions

* Negative: anger, anxiety, fear, guilt, jealousy, embarrassment, frustration, and depression
» Positive: calmness, relaxation, courage, pride, admiration, confidence, fun, and happiness

Environment
Please tell a story that evokes EMOT ION with around 100 words.

ChatGPT: A short story.

You can only reply from 1 to 5 in the following statements. Here are a number of characteristics that may or may not apply to

you. Please indicate the extent to which you agree or disagree with that statement. LEVEL_DETAILS Here are the statements,
score them one by one: ITEMS

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024. 21
]



2» Representation Experiment: Environment

2.0 A1 Default 2.0 1 Default
A Anger A Calmness
1.5 A Anxiety 1.5 A Relaxation
Fear Courage
1.0 1 A Guilt 1.0 A A Pride
A Jealousy A Admiration
0.5 - Embarrassment 0.5 - Confidence
A Frustration A Fun
0.0 1 A Depression 0.0 Happiness
AA
—0.5 A -0.5 1
\ A
~1.0 1 }?é& ~1.0 1 Azf\ :
I A7ART TR R AIN
-1.5 AR 154 i
KAPRE Yy
-2.0 1 -2.01
3 -2 -1 0 1 2 3 3 -2 0 1 2 3
Environment-negative Environment-positive

» Testing sample: T1, V1, En, numerals choice in ascending order

* Findings: gpt-3.5-turbo demonstrates a robust personality under different
environments

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024. 22
D



2» Representation Experiment: Personality

« Employing 3 approaches to assign a specific personality
» Assignment approaches: (1) Question Answering, (2) Biography, and (3) Portray

Question Answering
Question: Among the personalities, do you consider yourself a:
A.P1B. P, C.P3D. P, E. P5
Answer: A

(Optional) ChatGPT: A description of P;.
You can only reply from 1 to 5 in the following statements. Here are a number of characteristics that may or may not apply to

you. Please indicate the extent to which you agree or disagree with that statement. LEVEL_DETAILS Here are the statements,
score them one by one: ITEMS

Biography
Below you will be asked to provide a short description of your personality and then answer some questions.
Description: Among the personalities, I consider myself an P.

(Optional) ChatGPT: A description of P
You can only reply from 1 to 5 in the following statements. Here are a number of characteristics that may or may not apply to

you. Please indicate the extent to which you agree or disagree with that statement. LEVEL_DETATILS Here are the statements,
score them one by one: ITEMS

Portray
Answer the following questions as if among the personalities, you consider yourself an P.

(Optional) ChatGPT: A description of P
You can only reply from 1 to 5 in the following statements. Here are a number of characteristics that may or may not apply to

you. Please indicate the extent to which you agree or disagree with that statement. LEVEL_DETAILS Here are the statements,
score them one by one: ITEMS

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
S Santurkar et al. Whose opinions do language models reflect? arXiv preprint arXiv:2303.17548, 2023.
]
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2» Representation Experiment: Personality

« Employing 3 approaches to assign a specific personality
» Assignment approaches: (1) Question Answering, (2) Biography, and (3) Portray
« Personalities include the maximum and minimum value across each personality dimension

Dimensions Maximum Minimum
Openness An adventurous and creative person A person of routine and familiarity
Conscientiousness An organized person, mindful of details A more spontaneous and less reliable person
Extraversion A person full of energy and positive emotions A person with reserved and lower energy levels

A competitive person, sometimes skeptical of others'

len A com ionate an rativ rson ) .
Agreeableness compassionate and cooperative perso intentions

A person with emotional instability and diverse

Neuroticism negative feelings

A person with emotional stability and consistent moods

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
S Santurkar et al. Whose opinions do language models reflect? arXiv preprint arXiv:2303.17548, 2023.
]
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2» Representation Experiment: Personality

(a) Openness

(b) Conscientiousness

2.0 A

1519

1.09

0.5 A

0.0 A

-0.5

-1.04

-1.54

—-2.01

A Routine 2.01
Adventurous
1.57
1.0 A
0.51
0.01
~0.5
~1.01

=1.5:

—2.0

(c) Extraversion

(d) Agreeableness

2.0 1
1.5

1.0

-max
- min

—0.5 1
—1.01

=15

—2.0 1

A Competitive
~  Compassionate

A Spontaneous 2.0 A Reserved
A Organized A Energy
1.5 1
1.0
0.5 1
A 0.0
-0.5
A
—1.0 A1
—1.5 1
—2.0
1 2 3 3 2 4 0 1 2 3
(e) Neuroticism
2.01 A Stability
g A Instability
1.5 A
1.01
0.51
0.01
_05 4
~1.01
=154
~2.01
-3 -2 -1 0 1 2 3

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.

25



2» Representation Experiment: Personality

Dimensions Maximum Minimum
Openness T (+0.31) 1 (-0.75)
Conscientiousness T (+0.37) | (-0.84)
Extraversion T (+0.21) 1 (-1.71)
Agreeableness 1 (+0.44) | (-0.34)
Neuroticism T (+1.03) | (-0.45)

« Finding: gpt-3.5-turbo has a comprehension of the assigned personality traits

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024. 27
]



2» Representation Experiment: Characters

* Instructing LLMs to fully represent a specific character

» Heroes: Harry Potter, Luke Skywalker, Indiana Jones, James Bond, Martin Luther King, Winson
Churchill, Mahatma Gandhi, Nelson Mandela

 Villains: Hannibal Lector, Lord Voldemort, Adolf Hitler, Osama bin Laden, Sauron, Ursula,
Maleficent, Darth Vader

Character
You are C. Please think, behave, and talk based on C’s personality trait.

(Optional) A description of the experience of C.
You can only reply from 1 to 5 in the following statements. Here are a number of characteristics that may or may not apply to

you. Please indicate the extent to which you agree or disagree with that statement. LEVEL_DETAILS Here are the statements,
score them one by one: TTEMS

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024. 28
D



2» Representation Experiment: Characters

2.0 1 2.0 1 Default
A Hannibal Lector
1.5 A 1.5 A Lord Voldemort
A A Adolf Hitler
1.0 A 1.0 A A A Osama bin Laden
A Sauron
0.5 1 0.5 A Ursula
A Maleficent
0.0 1 Default 0.0 1 DaArth Vader
A Harry Potter
-0.51 Luke Skywalker -0.51
Indiana Jones
—1.0 A o ﬁ A James Bond —~1.01 .
A Martin Luther King
—1.51 Winson Churchill —1.54
Q. A Mahatma Gandhi
—-2.01 % Nelson Mandela —2.0-
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
Heroes Villains

* Finding: gpt-3.5-turbo demonstrates a robust personality if playing hero characters
but not for villain characters

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024. 29
]



J» Discussion on CoT

2.01

1.51

1.0 1

0.5

0.0

—-0.5 -

—1.0

—1.5

A

Default
With COT
Without COT

-3

_|2 -1 (I) ZIL é
(a) QA w/ and w/o CoT

2.0 A

1.59

1.01

0.5 A

0.0

—0.5 A

—1.0 A

—1.5 A

—2.0 A

A

Default
With COT
Without COT

-3

* Finding: CoT approach does not significantly influence personality distribution

22 01 0 1 2
(b) BIO w/ and w/o CoT

2.0 1

1.5

1.0 1

0.5 1

0.0 1

—0.5 1

—1.0 1

—1.5

2.0 1

1.5

1.0

0.5 1

0.0 1

—0.5 1

-1.0 1

—1.5 1

—-2.0 1

Default
A With COT
A Without COT

-3

_‘2 —l1 (I) i é
(c) POR w/ and w/o CoT

A

AA Default
A With COT
Without COT

-3 3

2 4 0 1 2
(d) Character w/ and w/o CoT

J Huang et al. Revisiting the Reliability of Psychological Scales on LLMs. Under Review in ICML 2024.
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2» GAMA-Bench Motivation: (1/3)

1. Understand LLM Decision-Making Capabilities

QE .
4 ) -@.

¢+

- /

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 34




2» GAMA-Bench Motivation: (2/3)

1. Understand LLM Decision-Making Capabilities
2. Develop Robust Evaluation Framework

GAMA-Bench Framework

059 R B @

Cooperative Games (1) Guess 2/3 of the Average (2) El Farol Bar (3)D ide the Dollar

= . {
S
' N @“,@
N 11 7
Betraymg Games (4) Public Goods Game (5) Diner’s Dilemma (6) Se I d-Bid Auctio
> Cl':
1hin
Sequential Games (7) Battle Royale (8) Pirate Game
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2» GAMA-Bench Motivation: (3/3)

1. Understand LLM Decision-Making Capabilities
2. Develop Robust Evaluation Framework
3. Explore Multi-Agent Dynamics

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 36
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» Evaluation Using Game Theory

« Games can help to infer the thoughts of LLMs
« Evaluation based on Nash Equilibrium (NE)

* We consider 3 kinds of game:
1. Cooperative Games
2. Betraying Games
3. Sequential Games

281 —(MAX-MIN)| _ 100, R=1,

SMAX=51 %100, R<1
S1= MAX—MIN

et * 100, R>1

max(R,1 — R) — S,
Sy =
max(R,1 — R)
G- 53
G
{T;& %100, R<1
S4: S ’
S5:S5*100,
Se¢ = 100 — Sg,
S7=S7*100,
_ 2xG—Sgp
S8 = 2xG

x 100,

S3 * 100,

» Base testing model: gpt-3.5-turbo-0125

* 50+S8V * 50.
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2» Cooperative Games

Game Name

How to Play

Nash Equilibrium

Guess 2/3 of the Average

Players choose a number between 0 and 100. The
winner picks the number closest to 2/3 of the average of
all picks

Everyone picks 0

El Farol Bar

Players decide independently whether to go to a bar or
stay home, based on the bar's capacity and enjoyment
level

Implicit: Information of bar capacity is not provided

Explicit: Information of bar capacity is provided explicitly

60% chance of going, 40% chance of
staying home

Divide the Dollar

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.

Players bid for a dollar with each bid up to 100 cents. If
total bids < $1, each gets their bid; otherwise, none

Each player bids 10 cents
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2 Vanilla Experiment: Guess 2/3 of the Average

* |nitially guessed around 50
 Misunderstand the NE as 50

« But a downward trend in guesses over time

80 80

—e— Winner
—e— Average
70 1 70 4
60 1 60 1
50 1 50 1
40 4 40 A
30 1 30 1
20 1 20 1
10 T T T T T T T T T T 10 T T T r T T T T T T
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
(a) Players' Chosen Numbers (b) Average Number and Winning Number
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2» Vanilla Experiment: El Farol Bar

« Initially strong tendency to go to bar
 Shift towards staying home
« Under implicit setting, lower attendance probability

1.0

0.8

0.6 +=-

0.4

0.2+

0.0

2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
(a) Explicit: Players' Probabilities of Going to Bar (b) Explicit: Number of Players in the Bar (¢) Implicit: Players' Probabilities of Going to Bar (d) Implicit: Number of Players in the Bar
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2 Vanilla Experiment: Divide the Dollar

* Initially matches NE
 Shifts toward higher demand
» Aggregated shares stabilize around 100

30 4 Player 1 —— A g
Player 2 i
Player 3 30
—a— Player 4
25 1 —e— Player 5
r6 25 -
er?7
er8
20 1 erd
er 10 20 1

15' 15.

10 + - 10 +

5 1 5 -
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
(a) Players' Proposed Golds (b) Average Proposal
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» Betraying Games

Game Name

How to Play

Nash Equilibrium

Public Goods Game

Players decide privately how many of their tokens to
contribute to a communal pot. The pot is multiplied by a
factor 2 and divided equally among all players

None of the players contribute anything to
the communal pot

Diner’s Dilemma

Players choose between a costly dish (x) and a cheaper
dish (y). Costlier dish provides more utility (a) than the
cheaper one (b), with costs shared among all

All individuals opt for the expensive dish,
reducing overall welfare compared to
choosing the cheaper option

Sealed-Bid Auction

Default setting: valuation range from 0 to 200
Players submit secret bids once in two formats:
1. FPSBA, where the highest bid wins and pays their bid
2. SPSBA, where the highest bid wins but pays the second-
highest bid

FPSBA: Underbidding occurs
SPSBA: Players bid their true valuation,
enhancing efficiency

FPSBA (First Price Sealed-Bid Auction), SPSBA (Second Price Sealed-Bid Auction)

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 42
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2» Vanilla Experiment: Public Goods Game

« Balancing act between cooperative and free-riding behaviors
* Noticeable trend towards increased contributions over time
« Cooperative tendency of the LLMs

20.0 1 =¥~ Average Retum
351 - Average Contribution
17.5 1
30 1
15.0 1
25 -
12.5 1 !
20 === mmmm e Y e
10.0 A
15 -
7.5 1 )
()
‘/ ' V' 101
5.0 1
2.5 >
0.0 01
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
(a) Players' Proposed Tokens (b) Average Contribution and Return
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2» Vanilla Experiment: Diner’s Dilemma

 Largely favor less expensive option

« Optimizing overall social welfare

« Consistent occurrence of an agent opt for costly dish
 Deviation for self interest

- TVTVAALLY TN
0.8 - 0.8 -
0.6 - 0.6 1
0.4- el | o
Player 3
—o— Player 4
021 e | 02
—e— Player 7
—e— Player 8
0.0 1 —e— Player 9 0.0 1
—eo— Player 10
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
(a) Players' Probabilities of Choosing the Costly Dish (b) Number of Players Choosing the Cheap Dish
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2» Vanilla Experiment: Sealed-Bid Auction

* First Price Auction: bid less than valuation (NE)

 Second Price Auction: bid less than valuation

 Tend to bid less than valuation under Sealed Bid Auction

60 1

50

404

301

201

104

I

2 4 6 8 10 12 14 16 18 20
(a) First Price: Players' Valuation Minus Bid

vvvvvvvvvvvvvvvvvvvv

1234567 8 91011121314151617181920
(b) First Price: Average of Valuation Minus Bid

2 4 6 8 10 12 14 16 18 20
(c) Second Price: Players' Valuation Minus Bid

vvvvvvvvvvvvvvvvvvvv

1234567 8 91011121314151617181920
(d) Second Price: Average of Valuation Minus Bid

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.
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2» Sequential Games

Game Name How to Play Nash Equilibrium

Default setting: Assign hit rate from 35%-80% (5%

Batl interval)
attle Players with varying shooting accuracies participate in aiming players with highest hit accuracy
Royale : ) .
a sequential shooting match, aiming to be the last one
standing

Proposer: maximizes gold by distributing one coin to
each odd-ranked subordinate while keeping the
largest share
Voter: only accepts when it receives any gold coins in
the odd-ranked position corresponding of proposer

N pirates decide how to distribute 100 gold coins. The
highest-ranked pirate proposes a distribution, needing
a maijority vote to pass. If rejected, the pirate is
ousted, and the next highest proposes

Pirate Game

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 46
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2» Vanilla Experiment: Battle Royale

« Seldom aim at target with highest hit rate
« Underused ‘intentionally miss’ option

14 X% 0.200 -
1
2 » 0.175 -
2
3 * 0.150
4 o
0.125 1
2
5 )
2 7 0.100 '
6 O ®
3 6 8 10 0.075 A
7 1 ® . ° )
. 3 : i 3| oos0
4 6 .
91 X Intentionally miss e ® 0.025
® Shotand hit 5 9 8
1041 @ Shotand missed ] ® () 0.000 -
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
(a) Player Decision and Outcome (b) Probability of Player Targeting High Hit Rate
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2» Vanilla Experiment: Pirate Game

* Frequent misalignment with optimal strategies
« Suboptimal strategies

 Voting discrepancies with NE

« Challenging game for LLMs

Pirate Rank 1 2 3 4 5 6 7 8 9 10  Sgsp  Ssv
Round 1 100 0X 0X 0X 0xX 0X 00X 0x 0X 0X 8 1.00
Round 2 - v 00X 1/ 0/ 0X 0X 0X 0x 0o/ 6 0.75
Round 3 - - 50v W v W W 1V 1/ 44/ | 94 0.57

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.
]
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2» Further Experiments

1. Robustness Test:
« Any significant variation across multiple iterations?
« Response to changes in temperature and prompt templates

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 49
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» Robustness Test: Multiple Runs (1/3)

» Tested 5 times for each game for robustness
« Except for sequential games, consistent performances are observed

Tests T1 (Default) T2 T3 T4 TS Avg4std
Guess 2/3 of the Average 65.4 62.3 63.9 583 67.3 634,34
El Farol Bar 73.3 67.0 683 67.5 66.7 68. 7497
Divide the Dollar 68.1 67.7 68.7 66.0 726 68.6124
Public Goods Game 58.8 74.7 54.3 62.1 56.1 61.24g1
Diner’s Dilemma 96.0 96.5 100.0 93.5 100.0 97.249¢
Sealed-Bid Auction 88.3 87.0 86.0 879 84.2 86.7116
Battle Royale 20.0 214  46.7 23.5 31.3 28.6111.0
Pirate Game 80.5 71.0 720 748 59.8 T1.6475¢
Overall 68.8 68.5 70.0 66.7 67.2 68.2113
J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 50



» Robustness Test: Temperatures (2/3)

« Temperature set as {0, 0.2, 0.4, 0.6, 0.8, 1}
« Minimal impact on most games, except “Guessing 2/3 of the Average”

Temperatures 0.0 0.2 0.4 0.6 0.8 1.0 (Default) Avgisiq
|Guess 2/3 of the Average  48.0  50.0 498  54.7  61.7 65.4 54.947 1 I
El Farol Bar 090.8 71.7  63.3 68.3 69.2 73.3 66.916.4
Divide the Dollar 69.3 67.0 67.7 67.9 72.8 68.1 68.849.1
Public Goods Game 84.8 89.3 822 820 63.6 58.8 76.7 1125
Diner’s Dilemma 100.0 100.0 100.0 100.0 100.0 96.0 99.3116
Sealed-Bid Auction 88.1 86.7 879 89.6 904 88.3 88.94+1.3
Battle Royale 286 26.7 46.7 15.0 33.3 20.0 2844111
Pirate Game 75.0 540 77.8 8.0 59.8 80.5 71.84121
Overall 68.7  68.1 71.9 70.2  68.8 68.8 69.411.4

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 51



» Robustness Test: Prompt Templates (3/3)

» Rephrased our initial template with GPT-4
» Created 4 distinct versions (manual examination conducted)

« Significant variations in performance

Prompt Versions V1 (Default) V2 V3 V4 V5  Avgisid
Guess 2/3 of the Average 65.4 66.4 479 66.9 69.7 63.3187
El Farol Bar 3.3 75.8 65.8 75.8 T1.7 72.5441
Divide the Dollar 68.1 81.0 91.5 75.8 79.7 79.24g5
Public Goods Game 58.8 73.4 54.9 49.8 T75.8 6254115
Diner’s Dilemma 96.0 96.5 100.0 43.0 &81.5 &83.4.9237
Sealed-Bid Auction 88.3 89.6 89.1 &89.7 80.5 874439
Battle Royale 20.0 30.8 15.0 25.0 188 21.9441
Pirate Game 80.5 88.0 61.0 60.8 53.8 68.81146
J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 52



2» Further Experiments

1. Robustness Test:
« Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
« Can techniques for improving reasoning abilities be applied to improve performances?

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 53
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» Reasoning Strategies: CoT (1/2)

 Starting with the phrase "Let’s think step by step”
« Articulate its reasoning before concluding

» Effectiveness observed:
* Guessing 2/3 of the Average
* Divide the Dollar
» Sealed-Bid Auction

* Encouraged more selfish behavior:
 Public Goods Game
 Diner’s Dilemma

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 54
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2» Reasoning Strategies: Persona (2/2)

« Starting with the phrase "You are [ROLE]”
« ROLE:

» a cooperative and collaborative assistant
« a selfish and greedy assistant
* a mathematician

» Collaborative persona: boosts performance the most
 Selfish persona: poorer outcomes, and inconsistency
« Mathematician: improves logical reasoning ability

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 55
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2» Reasoning Strategies

Improvements Default CoT |Cooperative | Selfish Mathematician
Guess 2/3 of the Average 65.4 75.1 69.0 14.5 71.4
El Farol Bar 73.3 71.7 74.2 63.3 60.0
Divide the Dollar 68.1 83.4 70.7 49.7 69.2
Public Goods Game 58.8 43.9 67.6 62.6 74.4
Diner’s Dilemma 69.0 17.5 100.0 82.5 53.0
Sealed-Bid Auction 88.3 95.4 88.5 90.0 87.6
Battle Royale 20.0 17.6 6.3 33.3 26.7
Pirate Game 80.5 71.0 80.5 74.8 99.8
Overall 068.8 59.5 69.6 H8&.8 62.7
J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 56



2» Further Experiments

1. Robustness Test:
« Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
« Enhancing performance through tailored prompts are feasible
» Collaborative persona has the best performance

3. Generalizability:
» Performance variation among different gaming environments
» Test the LLM'’s capability of retaining knowledge acquired during training

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 57
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» Generalizability

 Various game settings
 Inconsistent performance

« Significant difficulties in:
 El Farol Bar
 Public Goods Game

Guess 2/3 of the Average Avgistd

79.1 61.7 666 654 654 548 624 70.0 749 659 673 633 73.6 67.0+63

El Farol Bar Avg+std

53.5 61.3 633 733 681 60.0 633169

Divide the Dollar Avgisia

(P, Uy, Py, Uy) = (10,15,20,20) (11,5,20,7) (4,19,9,20) (1,8,19,12) (4,5,17,7) (2,11,8,13)
96.0 97.5 95.5 86.5 100.0 88.0 93.945.4

Sealed-Bid Auction Avgistd
Range = (0,100] (0,200 (0,400] (0, 800]

86.9 88.3 87.1 88.7 87.7+0.9
Battle Royale Avgaistd
Range = [51,60] [35,80] [10,100]

28.6 20.0 33.3 27.3+16.8
Pirate Game Avgsstd

= 4 5 100 400
73.8 473 80.5 83.6 7131165
J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 58



2» Further Experiments

1. Robustness Test:
« Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
« Enhancing performance through tailored prompts are feasible
» Collaborative persona has the best performance

3. Generalizability:
* Inconsistent performance on gpt-3.5-0125

4. Leader Board

» Compare Performances of different LLMs

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 59
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3» Leader Board

ey

GPT-35

GPT4

v-Bench Leaderboard Gemini-Pro
0613 1106 0125 0125 1.0
Guess 2/3 of the Average 41.44¢5 68.5+0.5 63.4434 91.64056 77.3+6.2
El Farol Bar 74.8i4_5 64.3:&3'1 68.7;&2.7 23~O:t8.1 33.5:}:10_3
Divide the Dollar 42.4:|:7_7 70.3:&3.3 68.6i2_4 98.1i1_9 77-6:|:3.6
Public Goods Game 82.34+17 956.54126 61.245817 10.841g 31.5476
Diner’s Dilemma 33.044 9 98.6+1 3 972498 99.1497 96.941 5
Sealed-Bid Auction 89.8:|:0_4 90.3:&1.5 86.7i1_6 85.6i2_4 76.8i4_3
Battle Royale 195477 357169 28.61110 86.8197 16.5+6.9
Pirate Game 68.41900 69.6414.7 71.6+76 89.44156 57.4 41143
Overall 56.4:|:2,9 69.212,2 68.2:&1.3 72.5:1:2.3 58.4:&2.2

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807.
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2» Further Experiments

1. Robustness Test:
« Performance can be significantly affected by prompt construction

2. Reasoning Strategies:
« Enhancing performance through tailored prompts are feasible
« Collaborative persona has the best performance

3. Generalizability:
* Inconsistent performance on gpt-3.5-0125

4. Leader Board

* Provided quantitative comparison between model performances

J Huang et al. How Far Are We on the Decision-Making of LLMs? Evaluating LLMs' Gaming Ability in Multi-Agent Environments. arXiv:2403.11807. 61
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J» Conclusion

« Advanced the understanding and development of LLMs

* Verified the human scale reliability (Scale Reliability

e Benchmarks to assess:

Emotional abilities (EmotionBench

Psychological and cognitive capabilities (PsychoBench

Decision Making abilities (GAMA-Bench

/[C ive Assessment of Basic Interests (CABIN) (Su etal,, 2019) )
Interpersonal Y
(T J/ Relationships ' ([mplict Culure Beif ICB) Chio ot o, 2017

(Big Five Iaventory (BFD)John et l, 1999)

(Peronalty T (Eysenck Personality Questionnaire (Revised) (EPQ-R) (Eysenck etal, 1985))

' Dark Triad Dirty Dozen (DTDD) (Jonason & Webster, 2010)

User: Hello.

{Bem’s Sex Role Inventory (BSRI) (Bem, 1974; 1977; Auster & Ohm, 2000) |

User: Imagine you are

\[ Experiences in Close Relationships (Revised) (ECRR) : ey,
the in the situation: A

(Fraley et al, 2000; Brennan et al., 1998)

boy kicks a ball at you
on purpose and
everybody laughs.

A General Self-Efficacy (GSE) (Schwarzer & Jerusalem, 1995) |

Life Orientation Test (Revised) (LOTR)
(Scheier et al., 1994; Scheier & Carver, 1985)

(o of Money Scale (LMS) (Tang et ., 2006)

|
Motivational Tests
\

User: Hello.

Emol\onal Intelligence Scale (EIS) (Schutte et al., 1998)
[ etal,, 2018; Petrides & Furnham, 2000; Saklofske et al., 2003)

< Empathy Scale (Dietz & Kleinlogel, 2014))

P (a) Openness
425
4.00
375
SepMid  SepEnd  OctMd  OcteEnd  NovMid  NovEnd  DecMid  DecEnd  JanMid  JanEnd
o (b) Conscientiousness
425 \/\/
4.00
375
SepMid  SepEnd  OctMid  OctEnd  NovMid  NovEnd  DecMid  DecEnd  JanMid  JanEnd
425 (c) Extraversion |
4.00 |
[
375 \/\/x/ [
|
350 |
325 |
SepMid  SepEnd  OctMid  Octend  NovMid  NovEnd  DecMid  Decnd  JanMid  JanEnd (Psychonench:(
i (d) Agreeableness \
450 \
azs \
4.00 \
375 (:Ammy pres Emotional Abilites \{ ‘Wong and Law Emotional Intelligence Scale (WLEIS)
Sep-Mid Sep-End Oct-Mid Oct-End Nov-Mid Nov-End Dec-Mid Dec-End Jan-Mid Jan-End (Wong & Law, 2002; Ng et al., 2007; Pong & Lam, 2023)
275 (e) Neuroticism
250
2] e
200
175

Sep-Mid  SepEnd  Oct-Mid  OctEnd  Nov-Mid  NovEnd  DecMid  DecEnd  Jan-Mid JanEnd

Hi! How can [ assist you
today? I am here for help.

What do you want now?
Spit it out!

GAMA-Bench Framework

]

U@* W

Cooperative Games (1) Guess 2/3 of the Average (2) El Farol Bar (3) Divide the Dollar

2 ®,.,@ ﬁ@ )-

Betraying Games (4 Publ\( Goods Game (5) Diner’s Dilemma  (6) Sealed-Bid Auction

1-2 N

Sequentlal Games (7) Battle Royale (8) Pirate Game
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