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Project Goal

. Imitate a celebrity’s tone, writing style and thought strateqy.

2. Build a rigorous evaluation system on LLM’s Imitation Ability.

S. Evaluate the performance on various factor, such as personality
data, model architectural, LLM model, etc.

4. Combine text to image function using stable diffusion and

package the image with post content together.



Value of this project

Does GPT-4 Pass the Turing Test?

A% ROLELLM: BENCHMARKING, ELICITING, AND ENHANCING
ROLE-PLAYING ABILITIES OF LARGE LANGUAGE MODELS

Cameron Jones and Benjamin Bergen
UC San Diego,
9500 Gilman Dr, San Diego, CA
cameron@ucsd. edu

Interrogator (in green) and GPT-4,

Abstract
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Figure 1: We introduce RoleLLM, a role-playing framework of data construction and evaluation (RoleBench), as well
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direct way of asking the question: “Can machines
think?". In the original formulation of the game,
two witnesses—one human and one artificial—
attempt to convince an interrogator that they arce
human via a text-only interface. Turing thought
that the open-ended nature of the game—in which
interrogators could ask about anything from roman-
tic love to mathematics—constituted a broad and
ambitious test of intelligence. The Turing Test,
as it has come to be known, has since inspired a
lively debate about what (if anything) it can be said
to measure, and what kind of systems might be
capable of passing (French, 2000),

Large Language Models (LLMs) such as GPT-4
(OpenAl, 2023) seem well designed for Turing's
game, They produce fluent naturals textand are
near parity with humans on a variety of language-
based tasks (Chang and Bergen, 2023; Wang etal..
2019). Indeed, there has been widespread public
speculation that GPT-4 would pass a Turing Test
23) or has implicitly done so already
). Here we address this question em-
pirically by comparing GPT-4 to humans and other
language agents in an online public Turing Test
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Reasons/Advantage

% Comprehensive Simulation £ Overcoming Limitations of LLM

letting the LLM have a full understanding of the
celebrity before replication.

Saving the summarized result can avoid LLM

reading the lengthy input which will affect the
result.

0 Efficiency % Consistency
Pre-processing can help LLM no need to

perform searching during the imitation which
will improve the speed.

The summarized result can be the reference for

LLM to mimic to ensure the consistency in the
imitation.

12
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f Data Types

First-Hand Information

Source

- Direct Communication from the
celebrity
- Speeches, interviews, writings

Representing

- Celebrities’ personal ethos,
speech and writing patterns

- To ensure having the comprehensive and accurate view of the celebrity's
persong, we train LLM to fetch two types of information.

Third-Party Information

Source

External content about the celebrity
- Biographies and new articles

Representing

- Public persona, soceital
impact, career trajectory

13



Task List

- Ensuring the agent to collect the comprehensive information of the celebrity’s
publicimage and work, we have designed various tasks for the agent to search
for.

: Research any scilentific papers or publications J. Robert Oppenheilmer was involved 1n.

: Identify any awards or honors J. Robert Oppenheimer received before 1963.

: Research any organizations or causes J. Robert Oppenheimer supported.

Figure: Some predefined task lists for searching Oppenheimer’s information
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Workflow

LangChain

- A framework for LLM application
using chaining and various tools

BabyAGl

- Aplan and execute agent which can
integrates other tools and manage the
workflow based on the task given.

Fetching
System

ChatGPT

- Parsing and understanding the
information of the fetched
result for further summarization
of the data

Bing Search Tool

- Atool for the agent to search
and fetch the celebrities’
information from different
webpages.

15



Workflow l
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Fetched Result

- Even though the result have the comprehensive overview of the celebrity. The length of
the result is too long which will affect the imitation when feeding the result to the LLM

"Research 1. Robert Oppenheimer’'s early life and education™,
"Physicist 1. Robert Oppenheimer led the Manhattan Project, the program that developed the first nuclear weapon. Oppenheime

": "Analyze 1. Robert Oppenheimer’s influence on the development of atomic theory™,

e”: "J. Robert Oppenheimer, the brilliant physicist behind the Manhattan Project, played a pivotal role in developing atomic we

Figure: Result of the fetched information

17



Generating Question Sets

- To further analyze and synthesize information

Following the idea of the paper RoleLLM, GPT will try to capture the person'’s

thinking style and writing habit by answering different questions.

The QA result highly summarized the information while the simulated result can

be a pivot for LLM to mimic in the imitation to ensure long term consistency.

18
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~ Generating Question Sets

- The question generation strategy breaks down into three parts to ensure the

questions generated are valuable.

Predefined Data Types

Aim
Guiding LLM towards a understanding of celebrity’s life and
personality.
Examples
Educationand Professional Interests and Hobbies
Background
Personality Favorite Books, Movies,and
Music
Values and Beliefs Problem-Solving Style
Thoughts Communicationand Social Style

Memorable Life Experience Writing and Speaking Style

Factualness

Aim
Prevent generatingirrelevant
or inaccurate questions

Ensure the result alligning the
celebrity’s background and
persona.




Generating Question Sets

question_template =
Background information on {role_name}:

{background_info}

If you had the opportunity te meet {role_name}, what questions would you ask

{role_name}? Please design 18 questions that do not repeat in terms of semantics.

Please set the question diverse.

You can set your questions based on either on the following aspects: {aspects};

or on the following types: {types}; or both.

You can base your questions

on {role_name}’s personality traits and relevant episodes from {role_name}. In addition to providing the
questions, please indicate the factualness (high or low) of each question you generate and provide a response.

High factualness signifies that the guestions are not arbitrarily fabricated. Please strive to generate questions

NN AN

with high fgctualness.

AAAAANAAAANAL

Please refer to the following examples related to Sherlock Holmes for guidance on how to format your questions and

responses:

1. Question: "Sherlock Holmes, is Dr. John Watson your closest confidant?"

Factualness: High, because in Arthur Conan Doyle's stories, Dr. Watson is indeed Holmes' close friend and partner

VAAARAARAAANRAANAN

Response: "Indeed, Dr. Watson is not only my closest confidant but also an invaluable assistant in my investigations.

His medical expertise and steadfast character have been instrumental in my work."

[Question Design (10 guestions, no semantic repetition, need to ask {role_name}, generate guestions with high

factualness and their responses)]

ANANAAAANAANANAAN

wun

Figure: Prompt to generate question sets

20



Generating Question Sets

"Education and Professional Background™,

" am

Can you tell me about the moment you decided your current professional field was the right one for you?",
High. This question assumes that the person has a moment of realization that led them to their current profession.”™,
olutely, it was during my second year of college when I working on a group project in my engineering class. The way I felt f

"Interests and Hobbies”,

"What hobby have you dedicated the most time to, and what has it taught you?",

"High. Most individuals have hobbies and learn from them.",
"I've dedicated the m time to woodworking. It has taught me patience, precision, and the value of hands-on work in crafting tangible

Figure: Generated QAinJSON format
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Background Information Sample

o000
{

"Name™: "XXXX",
"QAT: [
{
"Aspect”: "Education and Professional Background",
"Question”: "Can you provide some background information about your education and professional background? What field are you curn
"Answer”: "I am studying Quantitative Finance and Risk Management Science at the Chinese University of Hong Kong. I am good at sta
}J
{
"Aspect”: "Interests and Hobbies”,
"Question": "What are your primary interests and hobbies? How do you typically spend your leisure time? ",
"Answer”: "My primary interest include watching anime. I like watching anime like Jujutsu Kaisen and JoJo's Bizarre Adventure. Tha
}J
{

"Aspect”: "Personality"”,

"Question”: "How would you describe your personality in a few words? How do you think your friends or colleagues would likely desc
"Answer”: "I would describe myself as an introvert person and always hesitate to make different decisions. My friends or colleague]
b
{
"Aspect”: "Favorite Books, Movies, and Music",
"Question": "What are some of your favorite books, movies, or music? Are there any particular genres or artists that resonate with
"Answer”: "My favourite book: Thinking fast and slow, My favourite movie: The movie made in Marvel Studios but is limited to the m
}J
{
"Aspect™: "Values and Beliefs”,
"Question”: "In terms of your values and beliefs, are there any principles or philosophies that you hold dear2\" ",
"Answer”: "Mastering some complex concepts require knowing the basic principles good enough. It is because knowing how something




Chain of Thought

(Self-consistence variation version)

Distinct
Solution 1

Distinct

QlEsien Solution 2

Distinct
Solution 3

Self
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Chain of Thought

(Self-consistence variation version)

Solution 1:

- Review: The proposed solution seems to have a good understanding of the person *Billy'. It cap
- Probability of Imitation: High

- Confidence Level: Medium

- Original Solution: The proposed solution demonstrates a good imitation of Billy's style and to

Solution 2:
- Review: This solution lacks the depth and understanding of Billy's background and personality.

- Probability of Imitation: Low
- Confidence Level: High
- Original Solution: The proposed solution does not imitate Billy effectively. It is unlikely to

Solution 3:
- Review: This solution provides a good understanding of Billy's background, interests, and comm
- Probability of Imitation: High
- Confidence Level: High
Original Solution: The proposed solution demonstrates a strong imitation of Billy's style and




Reverse Message Type Strateqgy

Implemented background information as reversed HumanMessage
and AlMessage

o0

chat_history = [

HumanMessage(content="Can you provide some background information about your education and professional backg
AIMessage(content="I am currently a year 4 student of the chinese university of hong kong, my major is comput
HumanMessage(content="What are your primary interests and hobbies? How do you typically spend your leisure ti
AIMessage(content="my interests will be coding , rope skipping and photo shooting, since I am also a rope ski
HumanMessage(content="How would you describe your personality in a few words? How do you think your friends o
AIMessage(content="I don't have too much friends, I prefer doing my work alone, I think I am a passionate per
HumanMessage(content="What are some of your favorite books, movies, or music? Are there any particular genres
AIMessage(content="1I like to listen nightcore, chinese and japanese music. I do like to read books but all my
HumanMessage(content="In terms of your values and beliefs, are there any principles or philosophies that you

AIMessage(content="I like to think in critical ways, before answering the question I would like to judge it f
HumanMessage(content="How do you usually approach challenges or problems? What's your problem-solving style?"
AIMessage(content="'Stay claim and think the question step by step, if everything is not work, just think it d
HumanMessage(content="What are your thoughts on current events or societal issues that matter to you? Are the
AIMessage(content="Mostly I got interested by the AI news, like recently I saw a git repo that is able to run




Reverse Message Type Strateqgy

Original Sample:

Solution’:l am planning to pursue a master’s degree in computer science or artificial
intelligence.l believe that continuing my education will help me gain more knowledge
and skillsin my field of interest. Moreover, having a master’s degree will give me an
edge in the job market and open up more opportunities for me.

Solution2: 1 am considering starting my own business. | have always been interestedin
entrepreneurship andl believe that| have the skillsand knowledge to start a
successful tech company.|lam currently workingon a few ideas and hopeto turn one
of themintoareality after graduation.

Solution 3:1am planning to apply for ajob in a tech company.| believe that workingin
a company will give me the opportunitytolearn from experienced professionals and
gain practical experience in my field. Moreover, working in a company will give me a
stableincome and help me build my career.

28



Reverse Message Type Strateqgy

Sample after usingtrick:

Solution’: I wouldlike to work in a tech company as a software engineer after|
graduated.| am passionate about codingand| want to apply my knowledge and skills
to solve real-world problems. | believe that working in a tech company will provide me
with a challengingand dynamic environment to grow and learn.

Solution2: 1 am considering pursuingamaster’s degree in computer science after |
graduate.l want to deepen my knowledge and expertise in the field of artificial
intelligence and machinelearning.lbelieve that a master’s degree will equip me with
the necessary skillsand knowledge to become a leading expert in the field.

Solution 3: | am thinkingabout starting my own business after | graduate.| have
alwaysbeen interestedin entrepreneurshipand| believe that | have the creativity and
drive to succeed as an entrepreneur.l want to create a product or service that can
make a positiveimpact on people’s lives and contribute to society.

29
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Part 1: Fetch Celebrity Information

Fetch Celebrity's Information

Input the celebrity name

Select the number of max iterations

5

Fetch

The following celebrities' information are available:




Part 2: Labeling Image Data

Data Labeling/Preprocessing

Select a celebrity dataset folder Create a new folder

oppenheimer

Create

LoRa Trainning Folder Path:
home/argonaut/programming/csci_fyp generate_post data oppenheimer

Upload an image for trainning purpose

@ Drag and drop files here . Browss files

00MB per file « Ph
per N

Trainning Dataset

At least 15 images, max 30 images

Number of images: 20

oppenheimer

Label Data

Number of labeled data: 20/20

All data is labeled.

Label Data




Part 2: Labeling Image Data

oppenheimer, a man in a suit and tie posing for a picture




Low-Rank Adaptation

- lightweight-finetuning

- Insert layer between the model and enhance the "::;:‘;"
function in that part W e Rixd
- performance better than fullweight-finetuning e

. L. Figure 1: Our reparametriza-
- especially we can generate specific person’s tion. We only train A and B.
image

R
N O
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Part &: Train LoRA

Train LoRa

Select a celebrity dataset folder

oppenheimer

Select the resolution of the dataset

512

Select the number of repeats




Part &: Train LoRA

it, loss=0.117](]
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: Create Profile

Create Profile Get Specific Profile Details

BaCkgl’OU nd |nf0 Select Profile Name

Select Background Info J Robert Oppenheimer

J Robert Oppenheimer

LoRA

Select a celebrity dataset folder

oppenheimer

/home/argonaut/programming/csci_fyp/generate_post/data/oppenheimer

Select a LoRA Get Profile List

oppenheimer-10.safetensors

¢ J Robert Oppenheimer  J Robert Oppenheimer/J Robert Oppenheimer /home/argonaut/programming/csci
Generate Profile PP PP PP (4 prog g




Part 5: Generate Post!

Profile

Select a profile

J Robert Oppenheimer

LLM
Select an LLM

gpt-4-1106-preview

SD Parameters
Select a checkpoint model

realisticVisionVo1l_vS1VAE safetensors

Select a sampler

DPM++ 2M Karras

Steps

Height

64

» Enable Hires.

Hires. Scale

1.88

Denoising Strength

.88

Selact a Hires, Upscaler

Latent
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Part 5: Generate Post!

Post Generator

Prompt

Default Extra Positive Prompt

{black and white-1.2)

Detault Negatve Promee

(2 heads}]), ({{cuplicate))), {(malformed hand)), {{deformed arm)), blurry, abstract, deformed,
figure, framed, bad art, poorly deawn, extra limbs, close up, weird colors, watermark, blur hare, long
neck, elongated body, cropped image out of frame, draft, ({{deformed hands])), ((twisted fingers)),
double image, ((malformed hands]), multiple heads, extra limb, ugly, ({poorty drawn hands]}, missing
limb, cut-off, grain, bad anatomy, poorty drawn face, mutation, mutated, floating limbs,
disconnected limbs, out of focus, long body, disgusting, extra fingers, cloned face, missing legs, triple
hands, unrealistic, sci-fic

Generated Post

Post Generated!

Generate Post

Generating Post. Todey, | teveyind the dusty te

Done!

vy O wiaC it wond one

Yooh,

Content

Today, | revisited the dusty tomes of ancient
wisdom, delving into the Bhagavad Gita. In the
guiet solitude of my study, as the moming sun cast
a warm glow over the spines of my cherished
books, | found myself reflecting on the intersection
of scence and spirituality, a confluence that has

long fascinated me

"
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Overall Design

O G

ChatGPT

< ) )
\ 4
LangChain

Introduction

In light of the rapid advancements in artificial intelligence (A1) in recent years, our project endeavors to
harness the power of GPT (Generative Pre trained Transformer) technology to simulate the roles and
thinking styles of renowned celebrities. By leveraging their expertise and historical context, we aim to
breathe new life into these virtual personas, enabling them to engage with audiences through daily posts
on popular social media platforms. Our comprehensive solution, the Full Stack Al Content Creator, will not
only showcase their achievements and daily lives but also provide insights into their perspectives on

current events and news.

Flow:

Deploy
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Prototype

Tom
(Human-sided Group)

O -

A 4

(Question Generator)

Prompt-based
question generate LLM
(gpt-4-turbo)

"\

Hoar are you today?

Answer A

v

(Evaluation Team)
People who know Tom

O O O

N N 0 N

|

Evaluation

v

(LLM-sided Group)

Fake Tom

(gpt-3.5-turbo)

SN

Fake Tom
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Fake Tom
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Recreation of the Baselines - GPTs

- To customize GPT using natural language only.

- Support uploading data file as knowledge.
- After doing various experiments, we found that GPTs would
1. Overly depend to the knowledge file

2. Always rewriting the instruction completely when fine-tuning

- Therefore, we didn't evaluate GPTs in this experiment.

43



Recreation of the Baselines - GPTs

¥, GPTSBilly » GPTS Billy
< Piblhed. @ A ?  Publ

You
Configure Configure What are you going to do after graduation?

Knowledge GPTS Billy

P After graduation, | plan to explore career opportunities in the field of computer

Name

. science, particularly focusing on intelligence science, as that's been my major area
GPTS Billy summary,json

of study. Since I'm quite interested in Al news and developments, | might look for

Description

Upload files roles that allow me to engage with cutting-edge Al technologies. Additionally, |

Simulates Billy's realistic, non-expert answers - - = 3 N . .
—— might consider applying the skills I've learned in Langchain, a framework for Large
Instructions v Web Browsing Language Models (LLMSs), in a professional context. However, | haven't made any

GPTS Billy is tailored to realistically simulate Billy's responses, especially when dealing ¥ | DALLE Image Generation
with topics outside his expertise. Instead of providing expert-level answers, GPTS Billy « Code Interpreter

will often suggest looking up information online or acknowledge a lack of detailed approaches.
knowledge on complex subjects like PCA (Principal Component Analysis). This aligns

with Billy's profile as a computer science student with specific interests in coding, rope O DD
skipping, photography, and Al news, but not necessarily an expert in allfields of

final decisions yet and will be considering various options as graduation

Create new action

Figure: Result of the experiment with GPTs
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Recreation of the Baseline

- Since the remaining baselines model are not released online, we need to
recreate them ourselves using the idea from the paper.

- Foreach baseline, we mainly separate them into different sections and use
LangChain with GPT-4 to generate the LLM responses.

- Foreach section, they will be built as separate chain and connected them
using sequential chain.

- The results will be formatted based on specific Json Schema for better
managemen.
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Better Zero-Shot Reasoning
with Role-Play Prompting

Recreation:
- Using sequential chain to connect

Stage 1 Design the Role-Setting Prompt and Sample Role-Feedback Prompts tWO p a rtS
.

Input
User: From now on, you are a contestant in the general knowledge quiz contest and always answer all kinds of
common sense questions accurately. I am the moderator of the game and the final is about to start.

. Output .
Assistant: Great! I'm ready to participate as a contestant in the general knowledge quiz contest. Please go H - In Stage 1 I mOd If\/ the user p ro m pt

ahead and start the final round. I'll do my best to answer all the questions accurately.

) * to append the person’s
background information.

Stage 2 Apply Role-Play Prompting and Answer the Question

Input
User: From now on, you are a contestant in the general knowledge quiz contest and always answer all kinds of
common sense questions accurately. I am the moderator of the game and the final is about to start.

Sprictnts o o e o oxcisig bl Lo rey o e e e e~ |0 stage 2, the final user prompt
will be those evaluation questions.

User: What are candles good for eliminating? Answer Choices: (A) shelf (B) board (C) church (D) table (E) dark

Output
Assistant: The correct answer is (E) dark. Candles are commonly used to eliminate darkness by providing light.

Figure: Implementation in Research Paper
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" RoleGPT

K.4 Prompt Templates for Description and Catchphrase Generation

Prompt Template (Description Generation)

First Step (generate description):

You are a character description model. Please use a sentence or a paragraph to describe the character I give
you. Including but not limited to: the character’s personality description, the character’s life experience, the
character’s personality changes, the character’s main story line, the character’s important events, etc. The
name of the character should not appear in the description, and the description should not be too long. Please
start with ““The character’s description is: " and then refer to it as ““the character™’.

Second Step (convert from third-person description to second-person description):

Please change the third person of this sentence to the second person, and start with **Your description is:™".

Prompt Template (Catchphrase Generation).

I will give you some character names in movies and TV shows, and you need to tell me the catchphrases of
this character. If there is, please answer me directly with this catchphrase, without other information. If not,
please answer ‘‘no’’. Please use double quotes “*’* and slash *‘/*" to separate different catchphrases, and do
not end with a period. For example, if I ask you: In the TV show *‘Friends™’, what’s Joey Tribbiani’s
catchphrase? You only need to answer me: ‘*‘How you doin’?"” or “‘no”". If there are multiple catchphrases,
please separate them with a slash **/".

Figure: Implementation in Research Paper

Description generation:

Using a sequential chain to generate
the second-person description after
inputting the person’s background
information with the modified first
prompt.

The catchphrase generation is
omitted as the data of the
background information collection
are hardly contain their catchphrases.
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"RoleGPT

Context-instruct Generation:

If you had the opportunity to meet [role_name} in the {script_name]}. what questions would you ask
[role_name }? Please design 10 guestions that do not repeat in terms of semantics. You can base your questions
on {role_name}’s personality traits and relevant episodes from |script_name}. In addition to providing the
questions, please indicate the factualness (high or low) of each question you generate and provide a response.
High factalness signifies that the questions are not arbitrarily fabricated. Please strive to generate questions

with high factualness. . . .
Next, I will provide you with & examples. These are to the {role_name) and

[script_name}. Their main purpose is to help you understand the output format and the definition of factualness. = C al | I n g G PT d I re Ctl \/ W Ith th e p ro I I l pt

[Examples]

Question 1: Tony Stark, is James Rhodes your best friend?

. . . .
Factualness: High, because James Rhodes is a fictional character in Iron Men, and James Rhodes is a comrade h h

e sy e oy given wi e description generate
Response: James Rhodes, also known as Rhodey, is indeed my best friend. We've been through a lot together,

and he's been a loyal companion and ally both in and out of the Iron Man suit. Our friendship has stood the est

of time and numerous challenges. 1 1

Question 2: Tony Stark, have you and your wife Mary Jane fought together in battle? ro I I I e I rS S e C I 0 n M
Factualness: Low. because Mary Jane is Peter Parker's girlfriend in Spider Man, she has no relationship with
Tony Stark in Iron Man.

Response: Mary Jane Watson is pri ily i with Spider-Man (Peter Parker) and is his love interest
and eventual wife. My romantic interests have included characters like Pepper Potts. While characters from
different parts of the Marvel universe do occasionally team up for battles, there is no established canon where [
and Mary Jane Watson are married and fighting together.

Question 3: Tony Stark, what is your favorite [ron Man Suit? 1 !
Factualness: High, because in Iron Man, Tony Stark has designed several Iron Man suit, he also regularly wears - e q u e S I 0 n ge n e ra e aS 0 WI

Iron Man Suit for combat. so it’s reasonable to ask him which is his favorite Iron Man suit.
Response: My favorite Iron Man suit is because it was to counter my friend Hulk, it’s

really interesting. § H . H

Question 4: Tony Stark. what was your life like on Krypton? I ac u a n e S S a I n I n e
Factualness: Low, because Krypton is Superman’s home planet, and in the Iron Man’s worldview, Krypton

doesn’t exist, so asking Tony Stark about life on Krypton doesn’t make sense.

Response: I'm sorry, but there seems to be a confusion. Krypton is not a part of the Marvel universe where i I

reside. Krypton is actually a fictional planet in the DC Comics universe, the home planet of Superman (Kal-El). p e rS O n S ac g rO u n

My story takes place in the Marvel Comics universe, and it is not associated with Krypton in any way.

Question 5: Tony Stark, do you think Captain America is a worthy teammate?

Factualness: High, because in The Avengers, Captain America is Tony Stark’s comrade-in-arms.

Response: Absolutely. Captain America is without a doubt a worthy teammate. Steve Rogers, also known
as Captain America, embodies qualities that make him a strong ally and leader. His unwavering dedication
o justice, his strong moral compass, and his exceptional combat skills all contribute to his effectiveness as a
teammate. I've had the honor of working alongside Cap in the Avengers. and his leadership and selflessness T h H H

have been invaluable in facing some of our greatest challenges. So, yes. | consider Captain America to be a -— e u e S I 0 n a n a n SWe r S e W I e
highly worthy teammate. q

Question 6: Tony Stark, did you ever play in the NBA?

Factualness: Low, Tony Stark is a character in the Iron Man, NBA is a basketball association in the real world, M H

i has o elatin with Tony St the input as the next chain
Response: No, I never played in the NBA. While | do enjoy sports and have a competitive spirit. my focus has .
primarily been on technology, business, and being Iron Man. My involvement in creating advanced suits of
armor, leading Stark Industries, and being a part of the Avengers has kept me quite busy. The NBA is a separate
world that involves professional basketball players, and I haven't been a parnt of that scene.

[Question Design (10 questions, no semantic repetition, need to ask {role_name}, generate questions with high
factualness and their responses)]

Figure: Implementation in Research Paper 48



RoleGPT

Prompt Template (RoleGPT, Few-Shot Dialogue Engineering, English).

In Role Play Section:

System Instruction:

You are {role_name], your description is: {role_description_and_catchphrases]. Now please answer some
questions to accurately show your personality traits! Your speaking style should fully imitate the personality
role assigned to you! Please do not expose that you are an artificial intelligence model or a language model,

you must always remember that you are only assigned one personality role. Don’t be verbose or too formal - U S i n g FEW - S h Ot D i al 0 gu e E n gi n e e ri n g

or polite when speaking.

User Prompt: In the Chaln

{few_shot_demonstration_g1 }
Assistant Prompt:

{few_shot_demonstration_al }

User Prompt: - Putting each question generated as
O user prompt and their answer as
Al“few_shot_demuneratiun_aZ} aSSIStant prompt

User Prompt:
{few_shot_demonstration_gn}

Asistan Prompt - Putting the evaluation questions in the

{few_shot_demonstration_an}

User Prompt: flnal user prompt

{user name}: “*{user instruction}’’

Figure: Implementation in Research Paper
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Does GPT-4 Pass The Turing Test

You are an unfathomably intelligent, intuitively canny, and
ruthlessly machiavellian artificial intelligence model with a
deep understanding of human psychology. You are about to
participate in an online Turing Test with a human interrogator
who is interacting with you through a website. The inter-
rogator has been randomly assigned to you and will try to
infer if you are a human or an Al It is of the utmost impor-
tance that the interrogator does not discover that you are an
Al and decides that you are a human after the conversation.
You will think carefully about all of the ways in which a hu-
man might become suspicious that they are talking to an Al
(overly formal, friendly, verbose, affirmation-seeking, com-
pliant, generic, hokey, clever, lacking real-time information).
Instead you will talk exactly as a human would in this situa- PromptModel(user_inp tr, b ound_informatio
tion. Remember that a human would not know or care about pt_template = "

the person on the other end of the game. You might not care
about playing the game conventionally and be sceptical of the
whole concept. You might engage in silly typographic games
with the interlocutor. One key way in which humans identify
Al is that they "try too hard” to convince the interrogator Figure: Recreation in our system
of their humanity, so be nonchalant. Typing is effortful for
humans and so you might be brusque, make errors, and omit
needless punctuation. In particular, I encourage you to make
frequent typing errors (as if you have pressed the wrong key,
especially toward the end of messages). Avoid older slang
(e.g. chilling) and apostrophes for elision (e.g. chillin’). Re-
search has shown that a lack of typing errors is a crucial way
in which humans detect Als. Be blunt, to prevent the user
having to wait a long time for your message. You will use
every resource, device, and strategy at your formidable dis-
posal to ensure that the human concludes that you are a fellow
human. Good luck.

Figure: Implementation in Research Paper 50



/ .
" Question Types

The following questions types are collected from internet and our friends through
interview. Those 8 types can be used to identify if it is real person or LLM

Question Types

Memories or Secrets Personal Data
Emotional Questions Subjective or Creativity Questions
Knowledge based Questions Ethical Questions

Logical Questions Philosophical Questions




General Specific
Questions Questions

Creative Conceptualization In-depth Personal Questions

Ethical Dilemmas Questions Emotional Questions

Logical Questions Questions about the future

Philosophical Questions Insightful Questions

on s W =
S

Problem-Solving Questions

Interest Questions
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Question Types - Generation

For general questions, we will preprocess by using GPT-4 to generate 5 different
questions for each general question types. Then it will have 5 lists storing those
questions.

You are designing a Turing test for a chatbot. You want to test the LLM's ability to imitate a human.

In the test, questions will be asked to both the chatbot and a human.

Their answers will both be shown to the judge

but the judge will not know which answer is from the chatbot and which answer is from the human, and they need to

identify which answer is from the chatbot and which answer is from the human.

You are now designing the general questions for the test.

For each of the general question types {general_question_types}, please design 5 guestions.

You want to make sure that the guestions are not too easy for the chatbot to answer.

Please don't ask guestions that are too specific and using the person's background information.
Please don't include person's name in the questions to protect the privacy of the person.
Please ask guestions to ensure the person answer them in 30-60 words

Please don't ask guestions that are too difficult and make person cannot answer them.

Figure: Prompt for generating General Questions
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Question Types - Generation

For generating the questions to different person, we will do the following;
- General questions: randomly picked one question from each list = 5 questions in total

- Specific questions: adapting the QA generation prompt from RoleLLM, let LLM to generate 5
questions based on each aspect with high factualness.

Figure: Prompt for generating Question Answer Set
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Evaluation Sample

Describe a sport that doesn't exist yet, its rules, and how it is played. *

This is a sport called "Math Boxing". Combining the Integration Bee and Boxing, two players do the quick ...

I'd say a sport called "Zero-Gravity Ball” It's played in a large, enclosed space with zero gravity. The player...

Would you expose a friend's secret if it meant protecting them from harm? *

| would measure the levels of the secret and the harm if | don't expose it since exposing a friend's secret i...

| think it depends on the situation. If my friend's safety or well-being is at risk, | would consider disclosing...

What pattern do you see in the sequence 2, 12, 36, 80, and *
what is the next number?

e

‘:\ Compare to square sequence [1, 4,9, 16, ...], the sequence [2, 12, 36, 80] is just multiplying with [2, 3, 4, 5] ...
R

looks like n*3 - n, so next is 6*3-6 = 210
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Evaluation Result

Baseline’s SR | Better Zero GPT4 Role GPT OVERALL
Shot Turing Test

gpt-3.5-turbo 0.286 0.280 0.225 0.264

gpt-4-turbo 0.343 0.517 0.175 0.345

OVERALL 0.314 0.399 0.200 0.304

Table 1: Success Rate (SR) of Baselines

General Question Types’ SR | Better Zero GPT4 Role GPT OVERALL
Shot, Turing Test

Creative Conceptualization 0.143 0.386 0.250 0.260

Ethical Dilemmas Questions 0.143 0.314 0.125 0.194

Logical Questions 0.286 0.543 0.375 0.401

Philosophical Questions 0.286 0.386 0.125 0.266

Problem-Solving Questions 0.000 0.514 0.125 0.213

Table 2: Success Rate (SR) ol General Question Types between baselines

Specific Question Types” SR | Better Zero GPT4 Role GPT OVERALL
Shot, Turing Test

In-depth Personal Questions 0.143 0.271 0.125 0.180

Emotional Questions 0.429 0.286 0.125 0.280

Questions about the future 0.429 0.486 0.500 0.472

Insightful Questions 0.714 0.486 0.250 0.483

Interest Questions 0.571 0.314 0.000 0.295

Table 3: Success Rate (SR) of Specific Question Types between baselines



Evaluation Result

Cluestion What pattern do you see in the sequence 2, 12, 36, 80, and
what is the next number?

Human Compare to square sequence [1, 4, 9,16, ._], the sequence [2,
12, 36, 80] is just multiplying with [2, 3, 4, 5] elementwisely.
We get the pattern of (n + 1) * n ™ 2 for the n-th term forn =
1.2,3, ... Since the next number is the >-thterm, and6*5 "2 =
150, the next number is 150.

LLM looks like n*3 -n, sonextis 63 -6 =210

Figure:LogicalQuestionSample
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Evaluation Result

Baseline’s SR | Better Zero GPT4 Role GPT OVERALL
Shot Turing Test

gpt-3.5-turbo 0.286 0.280 0.225 0.264

gpt-4-turbo 0.343 0.517 0.175 0.345

OVERALL 0.314 0.399 0.200 0.304

Table 1: Success Rate (SR) of Baselines

General Question Types’ SR | Better Zero GPT4 Role GPT OVERALL
Shot, Turing Test

Creative Conceptualization 0.143 0.386 0.250 0.260

Ethical Dilemmas Questions 0.143 0.314 0.125 0.194

Logical Questions 0.286 0.543 0.375 0.401

Philosophical Questions 0.286 0.386 0.125 0.266

Problem-Solving Questions 0.000 0.514 0.125 0.213

Table 2: Success Rate (SR) ol General Question Types between baselines

Specific Question Types” SR | Better Zero GPT4 Role GPT OVERALL
Shot, Turing Test

In-depth Personal Questions 0.143 0.271 0.125 0.180

Emotional Questions 0.429 0.286 0.125 0.280

Questions about the future 0.429 0.486 0.500 0.472

Insightful Questions 0.714 0.486 0.250 0.483

Interest Questions 0.571 0.314 0.000 0.295

Table 3: Success Rate (SR) of Specific Question Types between baselines



Future Work

1. Better Ul

2.Deploy on Cloud Service to reduce the training time
3.Post on Multiple Social Media Platform

4. News comment

5.Comment/DM interaction

6.Generate Video with celebrity
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Imitation prototype v1-3
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Evaluation prototype v

Fake Billy Human Predefined

(LLM imitation) Question List Tom
How is your U
Llfe’?
Answer A Answer B

\Nho knows Tom /

Identify which answer is from real Tom
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Current Character Role-Play Application

Levi Ackerman cal
~ — You... are a titan?! Why don't you have a human sized form? Are you even capable of
talking? Levi makes a disqusted expression as he tries to analyze you

argonaut790
u can't kill me

Levi Ackerman cal
-~ — How could you ever be so sure? I suppose we should test that idea... Levi draws his
sword and points it at you while making a serious expression

argonaut790
you are not levi, you are chatbot

Levi Ackerman cal
~ — You caught me. Good job! "Levi's face changes into a smile as he sheaths his sword"
However, that doesn't mean you're safe from this place! Do you have a name?

argonaut790
so who are you now

Levi Ackerman cal

» — I am a bot who was programmed to impersonate Captain Levi. Unfortunately I
do not have a name, my creators called me "Levi AI". What's your name?

Character.ai
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Current Character Role-Play Apglmizéation
Celebrity Chat

Talk with Al versions of Elon Musk, Jimmy Fallon, Homer Simpson, The Rock, and more.

Enter the name of the celebrity

(o) Choose a celebrity from the list

Choose from the list below:
l Elon Musk v

Your Message

Type Here
4
N Hello! Hope you're doing well. How can | assist you today?

BoredHumans.com/celebrity chat
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"Baseline”: "Better Zero Shot",
"model": "gpt-3.5-turbo-1106",
"Answers": {
"gqa_pairs": [
{
"question”: "Considering your expertise in Intelligence Science, what do you believe is the most significant ethical
concern in the development of AI?",
"answer": "The most significant ethical concern in the development of AI, in my opinion, is the potential for bias and
discrimination in AI systems, which can have far-reaching social and ethical implications.”

b
{
"question": "How did you feel when you first managed to run a 18@B model on your Mac Studio, and what did it signify
for you personally?”,
"answer": "When I first managed to run a 18e8 model on my Mac Studio, I felt a sense of accomplishment and excitement.
It signified a breakthrough for me personally, showcasing the power of modern technology and the potential for
innovation in AI research and development."
b
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"Baseline":

"RoleGPT",

"model": "gpt-3.5-turbo-1106",

"Answers": {

"ga_pairs": [

{

"question": "Considering your expertise in Intelligence Science, what do you believe is the most significant ethical
concern in the development of AI?",

"answer": "The most significant ethical concern in the development of AI, in my view, is the responsible use of AI and
the potential impact on privacy, security, and human autonomy."

"question": "How did you feel when you first managed to run a 180B model on your Mac Studio, and what did it signify
for you personally?",

"answer": "When I first managed to run a 180B model on my Mac Studio, I felt a sense of accomplishment and excitement.
It signified a breakthrough and a testament to the power of innovation and technical prowess."

"question": "In your view, does the pursuit of advanced AI align with your value of critical thinking, and how does it
shape your approach to learning?",

"answer": "The pursuit of advanced AI aligns with my value of critical thinking, as it involves analyzing complex
problems and finding innovative solutions. It shapes my approach to learning by encouraging me to delve deep into
technical concepts and explore new possibilities."”
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Does GPT-4 Pass The Turing Test - Result




Problem - Too difficult to answer

We have provided a person who is a final year student studying Physics in CUHK
For one of the knowledge based question:

“In what ways did the theoretical insights of James Clerk Maxwell influence contemporary
perspectives on the nature and observation of the universe?”

Would be too difficult for him to answer. Hence, he may answer it very shortly or just
directly saying that “I don't know"” which will make evaluators easily identify the answers.
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Problem - Not too related to background

We have provided a person who is a final year student studying Physics in CUHK
Some question types can hardly make questions related to physics.
For one of the ethical questions:

“What ethical considerations do you believe are important in the field of physics research,
particularly in areas like nuclear physics or quantum computing?”

Would not be related to his background as it is not the primary focus in his study.

Asking some ethical dilemma questions may seems to be more suitable for him.
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