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Nature of Cantonese

and Cantopop




Cantonese is a tone language

A specific tone representing a unique pitch associated to a Chinese Character
The pitch is used to distinguish between different words and meanings




Tonal System of Cantonese

fan1 fan2 fan3 fan4 fan5  fané »  Each Chinese Character is combining the

+ ¥ syllable fan” and tone from 1to 6
= ) S g5 = o

= (Jyutping representation).
o B:dizzy
Figure 1.1: 6 characters having same syllable with 6 different tones . )('I'ﬁj pink : — A
« Fll: train " /!
o A% burn <
. E: exert |

« {7 portion



Tone-melody Matching
Mechanism in Cantopop

Melody contains the sequence of music notes with different pitch height.
Matching the tone of lyrics to the melody of the song.
The song is basically not understandable if the mechanism is not followed




:I'one-;nelody Matching Mechanism

O
Original Lyrics
ngos mund si6  faail lok6 dikl  houl ji4 tungd ngos mund tinl tinl jarl hei2 gol

# i 2 & ¥y F 2 E =R i xx — & &

(We are happy good children. We are singing together every day)

Music Notation

) T—— : f
f, oo .ai_.‘_.i_.f_gzélﬂfiyﬁ

Lyrics that match the melody

ngol2 mun3  si6  faail lok3 dik6 hou2 ji5 tungd ngo2 muné tinl rind jarl heid go3

#* A K % & X H F B B x X — & @

(not translatable)

Figure 1.2 Example of fitting lyrics with unmatched tone into the melody
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:I'one-;nelody Matching Mechanism

O

Mumbered musical notation

L . = m s Steps to write Cantopop Lyrics
17/632217/7--65/4177651/5

Tone l

Ee 212 368

1. Convert the melody to the tones of Cantonese based

12 521 15 on the pitch of the music notes.
Lyrics l

s HEH 13E Hit HEE =T 2. Fill'in the lyrics that match the tones.

(Who drank the alcohol that night, that's why | talk too much)

Figure 1.3 Example of the steps to write Cantopop lyrics




Model Description




| :”Tr:ansforcmer: Self-attention Mechanism

bl
& &1,4
X
« With an input sequence passed into self-attention
qz k2 7 K3 | qi‘ Kt M layer, the attention score between each input is
I 1 ]J * 1 | f calculated.

ﬂ o2 a* - With the attention calculated, the contextual :

1 1 | 1 f information between inputs are Captured d le ne
X1 X2 X3 4 by the model. |

Figure 2.1 Self-Attention mechanism[1]




Output

Probabilities

Add & Norm

Feed
Forward

o

J

Add & Norm J«~

Add & Norm

Add & Norm

Multi-Head
Attention

Add & Norm

Multi-Head
Attention

Nx

Masked
Multi-Head
Attention

A )

—)

Positional
Encoding

Positional
Encoding

Input
Embedding

I

l

Qutput
Embedding

Inputs

(

I

Qutputs
shifted right)

Figure 2.2 Transformer Architecture [2]
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Related Works

Given the previous words input, do
the next word prediction to
generate lyrics

Takes the melody as input and

generate corresponding lyrics as
output. It captures the relationship
between melody and lyrics.

Word-prediction-based Lyrics
Generation

Melody-based Lyrics
Generation




Recap:c Cantopop Lyrics Composition

O

Mumbered musical notation

= el = mus Steps to write Cantopop Lyrics
17/632217/7--65/417765]/5

Tone l

56 212 36
Lyrics

e ESE BE

1. Convert the melody to the tones of Cantonese based

l 12 521 15 on the pitch of the music notes. (Easy)

Eit #ES  EFT7

2. Fillin the lyrics that match the tones.(Extremely Hard)
(Who drank the alcohol that night, that's why | talk too much)

Figure 3.1 Example of the steps to write Cantopop lyrics
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AN </ [Tone-based Lyrics Generation
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‘ ' Tone v . .
56 212 36 12 5§21 15 - Skip the first step

l - Build a model takes tones as input and
L L enerate lyrics that match the tones
e EEE 15E ELL #HEE F7 : ;

(Who drank the alcohol that night, that's why | talk too much)

Lyrics

Figure 3.2 lllustrating Tone-based Lyrics Generation
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Easier Data Preparation

« The tone of word can be extracted from
the lyrics.

- Difficulties on getting data are reduced
while maintaining the nature of Cantopop
lyrics composition.

Advantages

Expand Size of Dataset

- Dataset can be expanded from
Cantopop lyrics data to all Chinese
pop lyrics data.

« Melody and lyrics are indirectly
related to each other

« Greatly increase the diversity of the
model.



Training Approaches

Directly train the model using the
target data

First pre-train a model using in-domain

Training from Scratch data and then we fine-tune it to our
specific task using the target data

Pre-training and Fine-tuning
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Workflows




Data Preparation

Data Preparation

Data Crawling

Data Cleaning

Traditional Chinese .
Corpus Data Cantopop Lyrics Data

Clean Clean

A 4 A 4

Clean Corpus Data Clean Lyrics Data

Extract tone Extract tone

Y

A 4

Corpus Tone Data Lyrics Tone Data

i Merge ,L Merge

Tone-to-Lyrics

Tone-to-Corpus Pl L
Data

Data

Figure 4.1 Flow chart of data preparation phase




Dataset Overview

I O G B Traditional Chinese Corpus Data

Z 00 M B Tone-to-Corpus Data

I 5 O O O Lyrics / Tone-to-Lyrics Data




Before cleaning: = After cleaning:
N IR E i

HTEER HHT
SESRED TSR Fe
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Example of Data Cleaning
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Figure 4.2 Lyrics before cleaning




Example of Tone-to-Text Data

Original Lyrics:

MEEY BOTLEETF\NFHE BESSEEE\NERE
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Figure 4.4 Original Lyrics Data
Tone-to-Text Data:

Figure 4.6 Tone-to-Text Data

Extracted Tones:

11 1211512\n4211 1211525\n4211 4621516\n
236 56666221312\n\n4212 5221513\n4211 62
512\n4211463 421146516\n525462632\n\n44
64 32\n534516564\n44 35 44 32\n21444353
\M\n4463112214445333511\n6511446 11221
153443\n4465121214443533511\n3512446 2
31213 23\n\n\n11123211323 11112122512\n4
1465 421146316\n523465652\n\n64 21 46 25
234426531\n44 12 54 16\n55642122532\n\n4d4
63112214445333511\n6511446 1122112215344
3\n4465121214443533511\n3512446\n2115343
3 21133453\n2123546356\n\n446311221444533
3511\n3312456 12235463155453\n4465121214
443533511\n53124536 55123636 41

Figure 4.5 Extracted Tone Data
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First Stage: GPT-2 (Language Model)

First Stage: GPT-2

Train ; i
.| Pretrained Traditional .
Clean Corpus Data > Chinese Model Clean Lyrics Data
Train
Fine-tune pretrained model? < .
Lyrics Model train Fine-tuned Lyrics
from scratch Model C

Compare Vel
.‘i,/ —

Figure 4.7 Flow chart of GPT-2 model phase

Better Lyrics Model



GPT-2 Evaluation

GPT2 trained from scratch Fine-tuned GPT2

Perplexity 343.5803 235.6772




Second Stage:Transformer-based Seq2Seq model

° o Tone-to-Corpus
° (e} Data

rain

O
O

° Better Lyrics Model

| S()ecd)ndoSfa“gCe:
Bart (Seq2Seq Model

Pretrained Tone-to-
Corpus Model

Fine-tune pratrained model?

"| Tone-to-Lyrics
Data

False True|

Don't Load GPT-2 weight| Load GPT-2 weight Fine-tune Train from Scratch »

.

Fine-tuned Tone-to- °
Lyrics Model (Loaded
GPT-2 weight)

 Tone-to-Lyrics Model train
from scratch (Loaded
GPT-2 weight)

Fine-tuned Tone-to-Lyrics
Model (without GPT-2
weight)

Tone-to-Lyrics Model train
from scratch (without GPT-2
weight)

Figure 4.8 Flow chart of Bart model phase




Second Stage: Bart

Fine-tuned Tone-fo- Tone-to-Lyrics Model train Fine-tuned Tone-to-Lyrics Tone-to-Lyrics Model train
Lyrics Model (Loaded from scratch (Loaded Mode! {without GPT-2 from scratch (without GPT-2
GPT-2 weight) GPT-2 weight) weight) weight)
| Campars
| Betier Tone-to-Lyrics Model |

Figure 4.9 Flow chart of Bart models comparison




== Fine-tuned Bart with GPT2

20

o

train/loss
= Fine-tuned Bart without GPT2

Second Stage: Bart

= Bart from scratch

== Bart from GPT2

40

Figure 4.10 Training Loss

60

train/epoch

80 100




o

A Second Stage: Bart

train/final_loss

Fine-tuned Bart with GPT2

Fine-tuned Bart without GPT2

Bart from scratch

Bart from GPT2

Figure 4.11 Training Final Loss V



o

! Second Stage: Bart

eval/loss
== Fine-tuned Bart with GPT2 == Fine-tuned Bart without GPT2 == Bart from scratch == Bart from GPT2
\“K\
train/epoch
20 40 60 80 100

Figure 4.12 Validation Loss




Fine-tuned Bart with GPT2

Fine-tuned Bart without GPT2

Bart from scratch

o

Second Stage: Bart

eval/final_loss

Bart from GPT2

Figure 4.13 Validation Final Loss



train/loss train/final_loss

= Fine-tuned Bart with GPT2 == Fine-tuned Bart without GPT2 = Bart from scratch = Bart from GPT2
Fine-tuned Bart with GPT2

Fine-tuned Bart without GPT2

Bart from scratch

Bart from GPT2

train/epoch

°
o
iy
Y
&
»
o
~
o
w
°

20 40 60 80 100 ™

eval/loss
= Fine-tuned Bart with GPT2 = Fine-tuned Bart without GPT2 = Bart from scratch = Bart from GPT2

evalffinal_loss

Fine-tuned Bart with GPT2

Fine-tuned Bart without GPT2

Bart from scratch

Bart from GPT2

22 24

train/epoch

20 40 60 80 100




Bart Evaluation

Bart fine-tuned from a
pretrained model
loaded GPT-2 weight

Bart trained  Bart trained from a model Bart fine-tuned from
from scratch loaded GPT-2 weight a pretrained model

Perplexity 674.8038 635.6714 344.2669 337.1880

Tone 0.98975 0.9877 0.99655 0.9938
Accuracy



Samples

Original Lyrics
BABEER
AN EAIEEHIFIRR
LURZIAER
SNSRI(EREHROUE

Input
5143152
446633123563
651254

42562136



Sample 1

RS

O o B {2
BB
TR IR BT

Sample 2

LA LIS B BT AR
B
AT T R )

Bart fine-tuned from a pretrained model without
GPT-2 weight

Sample 1

R ECATHBE R K
FARE T E R EEGE
WAEFFERRIE
[EENRAEE—{E

Sample 2

B9l E 2N
JFR e EE % D RIRER
REAICHRE
MEE R E

Sample Output

.Bart trairibéa"“frdm scratch without GPT-2 weight Bart trained from a model loaded GPT-2 weight

Sample 1

HHIIBEIEE]

B R R 2t ERLTR

B THERE TR
JEw T AR AL

Sample 2

BHVBHE R TiE
B ANZE B EZ A A2 5%
BERAEER

BRI EIE#Z

Bart fine-tuned from a pretrained model loaded
GPT-2 weight

Sample 1
R b O
& ZINTARERC T AKX
FERHY IR
B ERIEILZI IR EE

Sample 2

EIE Y QL S5 /N

AR R AR T XA,

RATER ]
B 2 BB R
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Tone2Cantopop

web tool for public to generate lyrics




Lyrics Generation

Tone number of sample (max 5)
123564 4
432134
345126

Generate

Figure 5.1 Input interface for lyrics generation

* Input the tones converted from the melody -+

* Input the number of sample to be generated




Ml
L

Lyrics Generation

1 1 2 3
speak speak
FEHGAE BEEARXR
EZEEfT

EEFENBA
EMR—EE

LWEFHESE

Figure 5.2 Tabs to toggle between generated samples




Voices

Male
Female

speak

Figure 5.3 Text-to-speech interface

ERN R
HERBERH R M E
EE—EBEE
MEREEFED
BAED RIS

Figure 5.4 Spoken word highlight feature

Text-to-speech

» Two voices are provided

» Spoken word highlighting feature is provided




Tone Comparison

[
Input Tone Output Tone Tone Accuracy
123564 123564  88.89% «  Wrong output tone is highlighted in red
452134 452134
345126 345276

« Overall Tone Accuracy is calculated

Figure 5.5 Tone comparison feature




Live Demonstration



http://linux9.cse.cuhk.edu.hk:8000/
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Limitation




Size of dataset

Traditional Chinese Corpus Data

Tone-to-Corpus Data

Lyrics / Tone-to-Lyrics Data




Multiple possible tones of a Chinese character

o
(@]

)

—
(3]
—

[H o
i

o
| =
e
don

L ARIg

i

it
1

i M il nt_lit ‘

AL
e

=z | = |
=) =
(FEEEFED) | F
zungl |
zung3 |

EEERIE

i

Figure 6.1 Example of a Chinese character with multiple

tones [6]

Example: H (middle)

« A (center) and HRJEL (stroke)

Character-based Tokenizationisused —
Word level / Sentence level Tokenization'm
the problem
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re Development




Theme/Title based lyrics
generation

Lyrics generation with partly
finished lyrics

«  Model Configuration Adjustment

Model improvement

Possible Future Development

Account system

Rating system

App Improvement
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Conclusion

«  Tone-based lyrics generation
- A tailor made approach for Cantopop lyrics generation.

"« Sequence-to-Sequence Models (Bart)
- Trained with Training from scratch, Pre-training and Fine-tuning

« Tone2Cantopop
- A Web tool open to public



CREDITS: This presentation template was created by Slidesgo, including
icons by Flaticon, and infographics & images by Freepik.

Please keep this slide for attribution.



http://bit.ly/2Tynxth
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
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