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Sequential Data is Prevalent
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Sequence Learning

* Discover valuable knowledge from sequential data.
= E.g., forecasting
= Extracting the patterns f

* Manual analysis is inefficient and error-prone.

* Sequence learning automatically finds statistically relevant patterns.
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Sequence Learning Tasks

* Sequence Prediction

[j ? (Sentence Completion)

* Sequence Generation

<_Ltransiate to french (Machine Translation)
C'est une belle journé
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The core problem of sequence learning is
dependency modeling.

[Agrawal et al., Mining Sequential Patterns, 1995]
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Traditional Sequence Learning

* Markov Models:

(b) hidden Markov model

* Fail to capture long-term dependencies
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Neural Sequence Learning

* Recurrent Neural Networks (RNNs)
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https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Attention Mechanism

 Hidden state bottleneck of RNN:

* The source sequence is encoded in one fixed-size vector.
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v'Attention adds shortcut connections to all source elements.

(decoder)

= Attention weights (connection strengths)

= (Context vector (weighted summation)

(encoder)
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Self-Attention Mechanism

* RNN’s sequential nature hinders parallel computation.

Shallow ]

o090 000 =

RNN with Attention

* Self-Attention Networks (SANs):

» Discard recurrent architectures
Deep
i i N NS Attention

= Rely solely on attention mechanisms

= Simultaneously capture dependencies among all elements SAN

= Positional encoding to record order information
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Challenges for Attention Mechanisms

P STLIUANB\F, ==

* Application domains other than text -
= Source code data

= Highly structured, large vocabulary

* Model design deficiencies
» Deep self-attention involves multiple attention heads/layers.

" How to coordinate these components?

P
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Thesis Contributions

Attention for Deep
Sequence Learning Attention

( Shallow
| Attention

(Chapter 3)

Code Completion

(Chapter 4)

\ 4

Pre-trained
Attention Models

Multi-Head Attention

(Chapter 5)

(Chapter 6)

J—

Code Generation
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[JCAI’18]

[EMNLP’18, NAACL’19]

—{ Representation Composition ] [AAAI’20]

[*CTKM’20]

* In Submission

11/ 64



Outline

* Topic 1: Neural Attention for Code Completion
* Topic 2: Multi-Head Self-Attention
* Topic 3: Pre-trained Attention for Code Generation

e Conclusion and Future Work
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Outline

* Topic 1: Neural Attention for Code Completion
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Code Completion

Code Suggestion

neural_token . Add

https://github.com/kootenpv/neural_complete

 Static programming language: C++, JAVA

= compile-time type information

* Dynamic programming language: Python, JavaScript
= |earning-based language models
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Code Completion with Language Models

 Simplified problem:

* given a sequence of code tokens, we predict the next one token.

p(We|wy,wy,...,we_q;0)

* Method: adapt neural language models (e.g. RNNs) for code completion.
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Challenges

1. Long-range dependencies.

// JavaScript source code

s
lclass Horse {!
r(name, trainer) {

this._name = name;
this._trainer = trainer;

}

get name() {
return this._name;

}

get trainer() {
return this._trainer;

¥
}
// Define Variable
txt = "";

// Create Instzpcg
myHorsel new'Spir'it of Wedza', 'Julie Camacho');

myHorse2 = new Horse('True North', 'Mark Prescott');

// Increment txt
txt += myHorsel.name + " is trained by " + myHorsel.trainer + "<br>";
txt += myHorse2.name + " is trained by " + myHorse2.trainer + "<br>";
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Challenges

2. Out-of-Vocabulary (OoV) words.
* Rare words

e User-defined identifiers

>~

O ( ____________
- 1
o) ,  OoVscannotbe |
> I correctly predicted!
) N o o o oo o e o e o = -
=
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Methods

* Deal with long-range dependencies:
v'Abstract Syntax Tree (AST)

— NameStore: my_salary
— Assign =
— Num: 0
= e ] Store: i
my_s§le.u‘y © Parse R Nameload: range
for i in range(12): :> Module =f— For m=—t— (Call =
my_salary += 1 — Num: 12
. - NameStore: my salary
print(my_salary) e Body k==| AugAssignAdd ==
. = Num: 1
Flatten@ —  Print — Nameload: my salary um

Module:EMPTY |Assign:EMPTY | NameStore:my_salary| Num:0 | For:EMPTY| « & e |Print:EMPTY| Nameload:my_salary

| Problem given a sequence of AST nodes, predict !
] ! the next one AST node, including type and value. !
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Methods

* Deal with long-range dependencies:
v'Abstract Syntax Tree (AST)

— NameStore: my_salary
—I Assign
— Num: 0
= — N Store: i
my_s§le.u‘y ° Parse RO I— Nameload: range
for 1 in range(12): :> Module " ror Call —
my_salary += 1 — — Num: 12
. - NameStore: my salary
print(my_salary) | Body = AugAssignAdd F=—
. = Num: 1
Flatten@ Nameload: my salary um

Module:EMPTY |Assign:EMPTY | NameStore:my_salary| Num:0 | For:EMPTY| « & e |Print:EMPTY| Nameload:my_salary
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Attention Mechanisms

* Deal with long-range dependencies:

v'Parent attention

Attention scores: &t (@ @ .. © )

[ T T
i | |h¢| hidden state l
f [ Al |
M, ht L he_pq ht . ||| C¢| context vector:
T : Dt| parent vector |
LSTM —» LSTM = ... —» LSTIVI —_————— J

R )
Output distribution: Yt

A; = vTtanh(W™M, + (W"h,)1])
a; = Softmax(At)

: Cr = Mfaf i
{ Gt — tanh(W [ht’ Ct’ pt )] :
'y, = softmax(WG; + b") i

p¢ is the parent vector storing hidden state of the parent node on AST.
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Methods

* Deal with OoV words:
v'Locally repeated terms are prevalent.

v'Intuition: copy from local context to predict OoVs. (Pointer Network)

<script=

var grid_length =

f ote na
Iy, reducs
var grid = [];
var temp_grid = [];
var beta = -
var gamma =

functior get_random_int(nin, max) {
retur™rTmaTi l__l.'UUI l:l'll'_JT h. Fandom{:} * (max == min + }} + mil“l:

}

functio
f sy | < grid_length i =i + 1) {
gridl[il = [1;
for (var ii = 0; ii < grid_length ii = ii + 1) {
grid[i] [ii] = "s";
¥
}
gric¢ [get_random_int () grid_length:1)] get_random_int(¢ grid_length-1)]
}

init_orsad);

draw_grid(grid, ["S","#dcdcdc","I", " "#c82605","R","#6fc041"]);
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Pointer Mixture Network
Attention scores: at r_t_m_d;n_st;e_}

: |
e Deal with OoV words: . hT hT T mh i
|
|
> Global RNN component LLSTM [ 15TV > -~ LM
. (@ 09) (@ 09) @ Output distribution: V¢
» Local pointer component
 Reuse the attention scores as the pointer distribution Output distribution: Y
(o8 - ®
» Controller .%
Y
e
vl stm |l AT T T T ----‘I
00 - o) !
[. ] [. ] [&) : RNN distribution: Wt:
L — 4

i pe = c(WP[h; ] + bP)

|
|
i Learns when and where to copy.
ye = softmax([pswe; (1 — pt)lt])i py
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Experiments

* Datasets:
» JavaScript (JS) and Python (PY)

* Type prediction and value prediction.

| Javasoript | Python ___

Training Queries 10.7 * 107 6.2 * 107
Test Queries 5.3 * 107 3.0 * 107
e— Type Vocabulary 95 329
Value Vocabulary 2.6 * 106 3.4 * 106 I C_)o_v_p_ro_bI_eFmT
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Experiments

* Accuracies on next value prediction with different vocabulary sizes

\Vocab. Size

JS(10K) | JIS(50K) PY (LK) |PY (10K) | PY (50 K)

OoV Rate 20% 11% % 24% 16% 11%
Vanilla LSTM 69.9% 75.8% 78.6% 63.6% 66.3% 67.3%
Attentional LSTM (Ours) 71.7% 78.1% 80.6% 64.9% 68.4% 69.8%
 Pointer Mixture Network (Ours)j 73.2% 78.9% 81.0% 66.4% 68.9% 70.1% ]

= Vanilla LSTM: without attention nor pointer.
= Attentional LSTM: context attention and parent attention.

= Pointer Mixture Network: both attention and pointer.

Effective Attention Mechanisms for Sequence Learning
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Experiments

* Is the learned pointer distribution meaningful?
* Pointer Random Network: randomize the pointer distribution

Output distribution: Y

@9 @9 - @9

he he 141 ;Lt 2 vl
1 I

[ Llstm Pf LsTm | - o] LsTM |
A A 'y 2

?_’ﬁ? JS 1k  PY_1k
| Pointer Random Network 71.4% 64.8%
Attentional LSTM 71.7% 64.9%
Pointer Mixture Network 73.2% 66.4%

RNN distribution: W

Effective Attention Mechanisms for Sequence Learning
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Summary

1. Propose a parent attention mechanism for AST-based code completion.

2. Propose a pointer mixture network which learns to either generate a new value or
copy an OoV value from local context.

3. Demonstrate the effectiveness of our model via experiments.

Attention scores: (¢ (m——————
hidden state }

|
( T ) |
My = hy he—p+1 he | |Ct| context vector!
|
|

{ { {

LSTM | LSTM = .. =¥ LSTM

A A A

Output distribution: V;

[. ] [. ] (. ] Output distribution: V¢ Pointer distribution: [
f 4
h%—l. ht—TL+1
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Outline

* Topic 2: Multi-Head Self-Attention
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Self-Attention Mechanism

Linear Transformation P
Q W,
K|=H|W; |
V _WV_ ““k:_'_:__—___—_'” - '——_:_—_:_,,./

v @ @ @ @ @ @
< ® @ @ ® @ @

- ® © © ® 0 O

H: Bush held a talk with Sharon

[Vaswani et al., Attention is All You Need, 2017]
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Self-Attention Mechanism

Linear Transformation

Q Wo
K|=H|Wg
\ Wy
v @ @ o 06O
Attention Weights
T .
e AR A S

éz CM‘

H: Bush held a talk  with Sharon

[Vaswani et al., Attention is All You Need, 2017]
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Self-Attention Mechanism

Linear Transformation

Q Wo
K|=H WK O: ' ‘ ‘ ‘ ‘
\% Wy |

Attention Weights

T
Att(Q K) = Softmax((f;; ) K ? ? ?
e.
Weighted Sum '\w
0 = Att(Q,K) - V Q: ® O

H: Bush held a talk  with Sharon

[Vaswani et al., Attention is All You Need, 2017]

Effective Attention Mechanisms for Sequence Learning 30/ 64




Multi-Head Self-Attention

Q" W'
Kh =H th O
vh W, "

Att(Q", KM = softmax(

90 0 O
QhKhT) V.“.
d

Vi o0 00

0" = Att(Q", K" - vV

- ® @ ©® ® 0@

H: Bush held a talk  with Sharon

[Vaswani et al., Attention is All You Need, 2017]
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Multi-Head Self-Attention

< | =H Wi S
v (W
AT o O 00
Att(Q" K") = softmax (T) Multi-Head Attention
k , e o e @
Linear
0" = Att(Q", K" - vV
Concat |

AR

— 1 H '-
O, = Concat[0%, ..., 0" W, Scaled Dot-Product h‘ O O O O
Attention

J% LN LA 18 ld a  talk with Sharon
LinearD Linear Linear

V K Q
[Vaswani et al., Attention is All You Need, 2017]
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Deficiencies in Multi-Head Attention

* Diversity: jointly extract information from different representation Multi-Head Attention
subspaces at different positions. [T’_
. inear | =
= | Concat
1. There is no mechanism to guarantee that different attention — —
heads indeed capture distinct information. Seald DorProduct uz
. . Attention "
- Information Extraction 1 3 T
Lncer P Linear P o))
. . . '_ '_ y_
2. The “Concat+Linear” is not expressive enough to aggregate the

diverse sub-representations. v < 0

- Information Aggregation
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Our Solutions

1. Weintroduce a disagreement regularization to explicitly

encourage the diversity.
-- Information Extraction

2. Wereplace the standard linear transformation with an advanced

aggregation function.

- Information Aggregation

Effective Attention Mechanisms for Sequence Learning

Multi-Head Attention

| Linear

Concat

b

Scaled Dot-Product N
| Attention
1
r D

$l " -
£5 -
Lin&m Lim;en[ Linea
¥ Y Y
v K 0
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Disagreement Regularization
* Revise the training objective for seq2seq learning (x -> y):

J(0) = argmax { L(y|x;60) + X D(alx,y;0) }
g N , N ,

~"

likelihood disagreement

»The auxiliary regularization term D(-) enlarges the distances among
multiple attention heads.

» Do not introduce any new parameters.
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Three Types of Disagreement

* Disagreement on Subspaces that maximizes the cosine distance

among the projected values: Multi-H:ad Attention
1 H H Vﬁ V] Linear
Dsub ace — Z Z T
Y 1=11=1 HVZH”VJH Concat
* Disagreement on Positions that disperses the attended positions :
) - g Scaled Dot-Product -loih
predicted by different heads: - Attention 3
1 H H ohKn" JE 1A% | I | 1
Dposz'tion — T 5 Z Z |AZ O, AJ| Ah = SOftmax( ) Linear L} Linearu LinearL
i=1 = Jdk  alw el ol
* Disagreement on Outputs that maximizes the cosine distance among %.\....5.K.......Q.... ':
the of multiple heads:
1L BHE 00
Dout ut — Z Z :
! 1=175=1 HOEHHOJH
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Advanced Aggregation Function

* Linear transformation is a suboptimal feature fusion approach
E |Linear .

in multi-modal research [1]. :
Concat E
E g TELLL L]
‘@} We borrow the idea of routing-by-agreement from Capsule e borroaa ‘th
¥ Networks [2,3]. L
Y m= L
Linear Linear [ Linear
= |teratively update the proportion of how much a part should I 17 1
be assigned to a whole. v e

[1] Fukui et al., Multimodal Compact Bilinear Pooling, in EMNLP 2016.
[2] Sabour et al., Dynamic Routing Between Capsules, in NIPS 2017.
[3] Hinton et al., Matrix Capsules with EM Routing, in ICLR 2017.
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Routing-by-Agreement

* The information of H input capsules is dynamically
routed to N output capsules.

';Zln _ fh(o) Input Capsules : : ’(
Vh v — ﬂ%nwhﬁn Vote Vectors ‘} E> I
H '
Qout _ 2 h=1 ChsnVh—n Output Capsules : : \
no H
O
: A
* Concatenate N output capsules to form the final. Fo
. out out Input Vote Output Final
O = [Ql )ttt QN ] Capsules W  Vectors V. Capsules Q Output
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Routing-by-Agreement

* Two representative routing algorithms for €, :

Algorithm 1 Iterative Simple Routing.

1: procedure ROUTING(V, T):
2: VV}L_H:: By, =0 (
3; for 1" iterations do ( )
v h— Oh,—m Zg’:l exp(B), /) /\ E> _
5: V2t compute Q% by Eq. 7 r
6 Wi B #4000 Vi) | :
return {2 . ]
Algorithm 2 Iterative EM Routing. ({\Q/&
1: procedure EM ROUTING(V, T'): 000\'@@(,\”\\
2: VYV Cp = 1/N
3 forT 1ieift10ns do Input Vote Output Final
4 vE": M-STEP(V, C) > hold ¢ Capsules W Vectors V. Capsules Q Output
constant, adjust (n, o, Ayn)
5: VYV, E-STEP(V, p, 0, A) > hold
(e, o, A) constant, adjust Ch, _, .
6: VO QOUt = A, % Sabour et al., Dynamic Routing Between Capsules, in NIPS 2017.
return {2 Hinton et al., Matrix Capsules with EM Routing, in ICLR 2017.
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Two Complementary Work

» Disagreement Regularization:
 improve information extraction

* only adjust loss function

»Advanced Aggregation Function: [NAACL19]
* improve information aggregation
* modify the network architecture

] They are complementary to each other and can be applied simultaneously.

Effective Attention Mechanisms for Sequence Learning 40 [ 64




Experiments

* Transformer for Seg2Seq
= Machine Translation

Multi-Head
Attention

Output
Probabilities

T

( Softmax ]

/EAdd &jNon‘n \

Feed
Forward

( Add & Norm )41

Multi-Head |~ |
Attention

N

( Add & Norm }Q-

Multi-Head
Attention

\S J

Positional @_O.
Encoding I
Source
Embedding

Source

S
\——F—
P— Positional
I Encoding
Target
Embedding

Target

Multi-Head Attention

Concat
T i

Scaled Dot-Product J& H
Attention A

| | |

[‘I_inear],l[IjnearlJIT_inear]J
i

[Vaswani et al., Attention is All You Need, 2017]
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Experiments

* Evaluation study on disagreement regularization:

Table 1: Effect of regularization terms, which are applied to the encoder self-attention only.
“Speed” denotes the training speed (steps/second).
Zh=-En translation task using TRANSFORMER-BASE.

Regularization
7* Sub. | Pos. | Out. Speed | BLEU
1 X X X 1.21 24.13
2 v X X 1.15 24.64
3 X v X 1.14 24.42
4 X X v 1.15 24.78
D v X 1.12 24.73
6 v v X 1.11 24.38
7 v v v 1.05 24.60

Results are reported on the WMT17

Effective Attention Mechanisms for Sequence Learning
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Experiments

* Evaluation study on advanced aggregation function:

# | Applying Aggregation to... . Speed
| Eng?SZlf i Eng—Dic Dec-Self Routing | # Para. Train g Decode BLEU =
2 X X X n/a 88.0M | 1.92 1.67 27.31 -
3 v X X Simple || +12.6M | 1.23 1.66 27.98 | +0.67
X
X X . : . . .
6 X X v EM +12.6M | 1.21 1.21 28.15 | +0.84
71 v | AR x | EM [ +252M | 0.87 | 1.20 | 2845 | +1.14
8 v v v EM +37.8M | 0.66 0.89 28.47 | +1.16

Table 2: Effect of information aggregation on different attention components, i.e., encoder self-attention (“Enc-
Self’), encoder-decoder attention (“Enc-Dec”), and decoder self-attention (“Dec-Self’). “# Para.” denotes the
number of parameters, and “Train” and “Decode” respectively denote the training speed (steps/second) and decod-

ing speed (sentences/second).

Applying EM Routing at the encoder side best
balances effectiveness and efficiency (Row 4).

Effective Attention Mechanisms for Sequence Learning
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Experiments

* Combining together and main results:

29
28.2
27.31
27
BLEU
(%)
25
23

28.26

|
249 |
24.85 24.68

24.13

En-De

r
|
|
L

Zh-En

Effective Attention Mechanisms for Sequence Learning

® Transformer-Base
®m + Disagreement
+ Aggregation

m + Both
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Summary

1. Propose disagreement regularization to improve the information extraction in

multi-head attention.

2. Propose
aggregation in multi-head attention.

3. The two approaches are complementary to each other.

Multi-Head Attention

aggregation function to adjust the information

J(#) = argmax { L(y[x:6) +A D(alx,y:6) } ; Loomeat]
0 N—— ~ ~ -
likelihood  disagreement e Jl
Attention - d
| 1 H
i s
Linear Linear [ Linear
i i
v K )

Effective Attention Mechanisms for Sequence Learning
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Outline

* Topic 3: Pre-trained Attention for Code Generation
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Semantic Parsing

* Map natural language utterances to logical forms or executable code.
* Natural language understanding

Winnings(s)

S. Stricker  United States 9000 1260000
K.J. Choi South Korea 5400 756000
R. Sabbatini  South Africa 3400 4760000
M. Calca  United States 2067 289333
E. Els South Africa 2067 289333

Question: What is the points of South Korea player?
SQL: SELECT Points WHERE Country = South Korea

Answer: 5400

Effective Attention Mechanisms for Sequence Learning

[Zhong et al., Seq25QL, 2017]
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Neural Semantic Parsing

* Neural Sequence-to-Sequence models:
" Encoder: encode the natural language semantics

" Decoder: generate the corresponding code

» Sequential: bad performance due to lack of data

rr=J
» Syntax specific: external knowledge LNOf Ge‘ ~< .
=~ \I‘Ler()ll.Z()t)N .
‘ root — Expr - -y /e! 1
0 T .
f Expr — expr[value]
ty expr — Call

13 Call = expr([func] expr*[args] keyword*[keywords]

expr¥ — expr keyword* — keyword

expr — Name

t,;[expr[func]]é I4 [expr*[args]]* 1y [keyword*[keywords]}

f5§f9

Htot7t3 | str(sorted) i To

g Name — str

hstishi7istr(reverse): 1 |expr[value]

— Action Flow

titiatys sti(my list): gt

Name +— str

..... » Parent Feeding

“» 3 | GenToken[</n>] | fin. GenToken[my_list]

hototay istr(True)! J l t, Generate Token
---------- "tlf GenToken[</n>] " 1; -~ GenToken with Copy
(a) (b)
Input: sort my_list in descending order Code: sorted(my_list, reverse=True) [Yin ot al. ACL 2017]
*’
LI, Jian Effective Attention Mechanisms for Sequence Learning 48 /64




Pre-trained Models

* Pre-trained on large-scale text corpus.

= Universal language representations Transformer Encoder Task-Specific Model
» Self-attentional Transformer nets ((hd &i Nom )\General Language

Feed Representation T T T T T
u BERT, GPT, XLNet, etc. [ Forward ]

»( Add & Norm )

Multi-.Head
Attention

G S Pre-trained Model
Fonions! @— Co
. Source
* Fine-tune on downstream tasks. [ Embedding ] T
* Transfer pre-trained knowledge St Raw Sentence
" Limited data
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Universal pre-trained attention models

!

Build semantic parsers that are both
effective and generalizable?
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Method

* BERT-LSTM
ASimplicity
JExtensibility
JEffectiveness

Output Distribution

Pointer Dlstrlbutlon Copy or generate
[ @ v
Digtribution

\ 4

Feed Forward

A

Attention :
3 - . sequential decoder
-
—(8|—| LSTM |
minimal additional :
Pre-trained BERT :
parameters Embedding
[CLS] find restaurants [BOS] Restaurant(
Natural Language Programming Code
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Experiments

* Datasets:
» Almond (Restaurant and People): NL question -> ThingTalk code

* Django: NL description -> Python code
= WiKiSQL: Table, NL Query -> SQL code

Input Table has columns: Conference Division Team City
Home_Arena, which team is in the southeast with a

home at Philips?

Ref. SELECT (Team) FROM table WHERE Division
southeast AND Home Arena = Philips

* Metric: exact match accuracy
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Evaluation Study

e LSTM decoder vs. Transformer decoder
* Greedy decoding vs. Beam search
 Fine-tune BERT vs. Freeze BERT

75 74.01

71.62
0 69.5 m Standard: LSTM+Greedy+Fine-tune
- ® - Change LSTM to Transformer
o = - Change Greedy to Beam Search
. >>7 - Change Fine-tune to Freeze BERT
50

Different Systems
*Experiments on Almond-Restaurant

Accuracy (%)
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Experiments

* Accuracies on Almond and Django:

Model Accuracy

Model ALMOND-RESTAURANT ALMOND-PEOPLE Sequence-to-Tree Network [34] 39.47%
Neural Machine Translation [162] 45.1%

MQAN [102 68.92% 75.65% Latent Predictor Network [94] 62.3%
BERT-LSTM 74.01% 81.93% Syntax Neural Model [162] 71.6%

~ copying 56.76% 59.78% Transition-Based Syntax Parser [163] 73.7%
Coarse-to-Fine Decoding [35] 74.1%

Table 6.2: Code generation accuracies on the two ALMOND datasets.

BERT-LSTM 76.48%

l — copying 54.07% |

Table 6.3: Python code generation accuracies on DJANGO. BERT-LSTM

achieves state-of-the-art result.
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Experiments

* Accuracies on WIKiSQL:

Table 6.4: SQL code generation accuracies on WIKISQL. “1” denotes

syntax-specific models. “*” indicates that the model employs pre-trained

BERT.

Model Accuracy
Sequence-to-Sequence [171] 23.4%
Sequence-to-SQL [171]1 48.3%
SQLNet [154] 61.3%
Transition-based Syntax Parser [163] 68.6%
Coarse-to-Fine Decoding [35] 71.7%
Multi-Task QA Network [102] 75.4%
SQLova [65] 83.6%
X-SQL [57]"™ 86.0%
HydraNet [100]™ 86.5%
BERT-LSTM* 78.49%

— copying 35.99%
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Case Study

M 1 Show me restaurants in San Francisco a
* Almond Virtual Assistant

@ The House

1230 Grant Ave, San Francisco
Based on 4692 reviews, this
restaurant has a rating of 4.50
stars.

Input Show me restaurants in San Francisco rated at least 4.5 stars.
Pred. now => (Qorg.schema.Restaurant.Restaurant)
filter param:geo:Location == "San Francisco" and

param:ratingValue:Number >= 4.5 => notify

; . . . Liholiho Yacht Club
*nghllghted words: copying probablllty >0.9 871 Sutter St, San Francisco Based

on 2249 reviews, this restaurant
has a rating of 4.50 stars.

https://almond.stanford.edu/ Send a message. Q
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https://almond.stanford.edu/

Summary

* Propose BERT-LSTM model for semantic parsing/code generation that is
both and generalizable.

* Achieve state-of-the-art on three of the four experimental datasets.

Output Distribution

Pointer Distribution
Y Vocab
Distribution
L_-__
Feed Forward
Attention
—> — LSTM
BERT :
Embedding
[CLS] find restaurants ... [BOS] Restaurant (
Natural Language Programming Code
LI, Jian Effective Attention Mechanisms for Sequence Learning 57/ 64




Outline

e Conclusion and Future Work
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Conclusion

Shallow
Attention

Attention for Deep
Sequence Learning Attention

\ 4

Code Completion

\ 4

Pre-trained
Attention Models

Multi-Head Attention

—>[ Representation Composition ]

J—

Code Generation

» Parent attention on AST
» Pointer mixture network

» Disagreement regularization

» Routing-by-agreement
aggregation function

» BERT-LSTM model
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Future Work

 Multi-Modal Attention Models

» Textual and visual

in the water.
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Future Work

* Interpretability and Reliability of Attention Models

= Adversarial attacks

Classification Task: Is this a positive or negative review?

TextFooler

—_— /"The characters, cast in ' "The characters, cast in

— impossibly contrived l::> impossibly engineered

S— situations, are totally circumstances, are fully
Input Text | estranged from reality." . estranged from reality." )

" ?

i, [ Negative! } e ‘ Positive!

\ )
AN

SOTA NLP models
(e.g. BERT, LSTM, CNN)
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YIBAK , B8&m, MR BlimEx,

Things have their roots and branches, affairs have their end and beginning.

When you know what comes first and what comes last, then you are near
the Way.
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Thanks!
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