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Abstract

Vision transformers (ViTs) have been successfully de-
ployed in a variety of computer vision tasks, but they are still
vulnerable to adversarial samples. Transfer-based attacks
use a local model to generate adversarial samples and di-
rectly transfer them to attack a target black-box model. The
high efficiency of transfer-based attacks makes it a severe
security threat to ViT-based applications. Therefore, it is vi-
tal to design effective transfer-based attacks to identify the
deficiencies of ViTs beforehand in security-sensitive scenar-
ios. Existing efforts generally focus on regularizing the in-
put gradients to stabilize the updated direction of adversar-
ial samples. However, the variance of the back-propagated
gradients in intermediate blocks of ViTs may still be large,
which may make the generated adversarial samples focus
on some model-specific features and get stuck in poor lo-
cal optima. To overcome the shortcomings of existing ap-
proaches, we propose the Token Gradient Regularization
(TGR) method. According to the structural characteristics
of ViTs, TGR reduces the variance of the back-propagated
gradient in each internal block of ViTs in a token-wise man-
ner and utilizes the regularized gradient to generate adver-
sarial samples. Extensive experiments on attacking both
ViTs and CNNs confirm the superiority of our approach.
Notably, compared to the state-of-the-art transfer-based at-
tacks, our TGR offers a performance improvement of 8.8%
on average.

1. Introduction
Transformers have been widely deployed in the natu-

ral language processing, achieving state-of-the-art perfor-

mance. Vision transformer (ViT) [5] first adapts the trans-

former structure to the computer vision, and manifests ex-

cellent performance. Afterward, diverse variants of ViTs

have been proposed to further improve its performance

*Corresponding author.

Figure 1. Illustration of our Token Gradient Regularization (TGR)

method. The red-colored entry represents the back-propagated

gradient with extreme values. The back-propagated gradients cor-

responding to one token in the internal blocks of ViTs are called

the token gradients. Since we regularize the back-propagated

gradients in a token-wise manner, we eliminate the token gradi-

ents (marked with crosses) where extreme gradients locate during

back-propagation to reduce the gradient variance. We then use the

regularized gradients to generate adversarial samples.

[2, 26] and broaden its application to different computer vi-

sion tasks [42, 43], which makes ViTs a well-recognized

successor for convolutional neural networks (CNNs). Un-

fortunately, recent studies have shown that ViTs are still

vulnerable to adversarial attacks [1, 22], which add human-

imperceptible noise to a clean image to mislead deep learn-

ing models. It is thus of great importance to understand

DNNs [13, 27, 28, 35] and devise effective attacking meth-

ods to identify their deficiencies before deploying them in

safety-critical applications [16, 17, 37].

Adversarial attacks can be generally partitioned into two

categories. The first category is the white-box attack, where

attackers can obtain the structures and weights of the tar-

get models for generating adversarial samples. The second

one is the black-box attack, where attackers cannot fetch the

information of the target model. Among different black-

box attacks, transfer-based methods employ white-box at-

tacks to attack a local source model and directly transfer
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the generated adversarial sample to attack the target black-

box model. Due to their high efficiency and applicability,

transfer-based attacks pose a serious threat to the security of

ViT-based applications in practice. Therefore, in this work,

we focus on transfer-based attacks on ViTs.

There are generally two branches of transfer-based at-

tacks in the literature [15]. The first one is based on input

transformation, which aims to combine the input gradients

of multiple transformed images to generate transferable per-

turbations. Complementary to such methods, the second

branch is based on gradient regularization, which modifies

the back-propagated gradient to stabilize the update direc-

tion of adversarial samples and escape from poor local op-

tima. For example, Variance Tuning Method (VMI) [29]

tunes the input gradient to reduce the variance of input gra-

dients. However, the variance of the back-propagated gra-

dients in intermediate blocks of ViTs may still be large,

which may make the generated adversarial samples focus

on some model-specific features with extreme gradient val-

ues. As a result, the generated adversarial samples may still

get stuck in poor local optima and possess limited transfer-

ability across different models.

To address the weaknesses of existing gradient

regularization-based approaches, we propose the Token

Gradient Regularization (TGR) method for transferable ad-

versarial attacks on ViTs. According to the architecture of

ViTs, TGR reduces the variance of the back-propagated gra-

dient in each internal block of ViTs and utilizes the regular-

ized gradient to generate adversarial samples.

More specifically, ViTs crop one image into small

patches and treat these patches as a sequence of input tokens

to fit the architecture of the transformer. The output tokens

of internal blocks in ViTs correspond to the extracted inter-

mediate features. Therefore, we view token representations

as basic feature units in ViTs. We then examine the back-

propagated gradients of the classification loss with respect

to token representations in each internal block of ViTs,

which we call token gradient in this work. As illustrated

in Figure 1, we directly eliminate the back-propagated gra-

dients with extreme values in a token-wise manner until ob-

taining the regularized input gradients, which we used to

update the adversarial samples. Consequently, we can re-

duce the variance of the back-propagated gradients in in-

termediate blocks of ViTs and produce more transferable

adversarial perturbations.

We conducted extensive experiments on the ImageNet

dataset to validate the effectiveness of our proposed attack

method. We examined the transferability of our generated

adversarial samples to different ViTs and CNNs. Notably,

compared with the state-of-the-art benchmarks, our pro-

posed TGR shows a significant performance improvement

of 8.8% on average.

We summarize the contributions of this work as below:

• We propose the Token Gradient Regularization (TGR)

method for transferable adversarial attacks on ViTs.

According to the architectures of ViTs, TGR regu-

larizes the back-propagated gradient in each internal

block of ViTs in a token-wise manner and utilizes the

regularized gradient to generate adversarial samples.

• We conducted extensive experiments to validate the ef-

fectiveness of our approach. Experimental results con-

firm that, on average, our approach can outperform

the state-of-the-art attacking method with a significant

margin of 8.8% on attacking ViT models and 6.2% on

attacking CNN models.

• We showed that our method can be combined with

other compatible attack algorithms to further enhance

the transferability of the generated adversarial sam-

ples. Our method can also be extended to use CNNs

as the local source models.

2. Related Work
2.1. Adversarial Attacks on CNNs

There are generally two categories of adversarial attacks

in the literature [15]: white-box and black-box attacks.

White-box attacks get full access to the information of tar-

get models, like model structure and weights. In contrast,

black-box attacks [31, 41] fail to obtain the specifics of

target models. White-box adversarial attacks can directly

adopt the gradient information of the target model to craft

adversarial samples, like the Fast Gradient Sign Method

(FGSM) [7] and Basic Iterative Method (BIM) [14].

However, in reality, the model structure and weights are

hidden from the users. Therefore, more research focuses on

the adversarial attack under the black-box setting. Among

different black-box attack methodologies, transfer-based at-

tacks stand out due to their severe security threat to deep

learning-based applications in practice. Therefore, we also

focus on transfer-based attacks in this paper. The ability

of adversarial samples crafted by a local source model be-

ing able to mislead other black-box target models is called

transferability. Transfer-based attacks [34,36,40] utilize the

transferability of adversarial samples. Specifically, transfer-

based attacks usually craft adversarial samples with a local

source model using white-box attack methods and input the

generated adversarial samples to the target model to cause

misclassification.

There are generally two branches of approaches to en-

hance the transferability of adversarial samples. The first

branch is based on input transformation, aiming to combine

the gradient of several transformed images during the gen-

eration of transferable perturbations. Diverse Input Method

(DIM) [38] applies random resizing and padding to the in-

put image with a fixed probability and uses the transformed
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image to compute the input gradient for updating adver-

sarial samples. Translation Invariant Method (TIM) [4]

employs shifted images for computing the input gradient,

which is simplified by convolving the input gradient of the

original image with a kernel matrix. Scale Invariant Method

(SIM) [15] utilizes the scale-invariant property of CNNs

and combines the gradients of the scaled copies of the orig-

inal image together. However, due to the structural dif-

ference between ViTs and CNNs, the input transformation

methods tailored for CNNs cannot achieve comparable per-

formance improvement for transferable adversarial attacks

on ViTs [32]. Therefore, in this work, we take the special

design of ViTs into consideration to improve the transfer-

ability of adversarial samples on ViTs.

The second branch is based on gradient regularization

[30], which aims to stabilize the update direction of adver-

sarial samples and escape from the poor local optima. Mo-

mentum Iterative Method (MIM) [3] incorporates the mo-

mentum term into the computation of the input gradient.

Skip Gradient Method (SGM) [33] utilizes a decay factor

to reduce the back-propagated gradients from the residual

module to focus on the transferable low-level information.

Variance Tuning Method (VMI) [29] tunes the input gradi-

ent with the gradient variance in the neighborhood of the

target image to reduce the gradient variance. Different from

the existing work, we reduce the gradient variance in each

internal block of ViTs based on the architecture of ViTs,

which avoids the over-reliance on model-specific features

and thus improves adversarial transferability against ViTs.

2.2. Vision Transformer

ViT [5] first adapts the transformer network structure

from the natural language processing field to the com-

puter vision field. Specifically, ViT divides the input im-

age into a sequence of small image patches, which are at-

tached with a classification token to constitute the input

to the transformer. More advanced versions of ViTs are

proposed to improve the accuracy and efficiency of the

vanilla ViT. For example, pooling-based vision transformer

(PiT) [12] decreases the spatial dimension and increases

the channel dimension with pooling to improve model ca-

pability. Class-attention in image transformer (CaiT) [26]

builds deeper transformers and adds the classification token

in the latter layer of the network. The vision-friendly trans-

former (Visformer) [2] transit a transformer-based model to

a convolution-based model. There are also other works try-

ing to improve the performance of the ViT from other points

of view [9, 25].

2.3. Adversarial Attacks on ViTs

With the wide deployment of ViTs in diverse vision

tasks, there is an increasing interest in evaluating the robust-

ness of ViTs to identify their deficiencies. Bhojanapalli et

al. [1], and Shao et al. [22] analyzed the robustness of ViTs

against white-box attacks. They found that ViTs tend to be

more robust than CNNs. Mahmood et al. [19] examined

the transferability of adversarial samples crafted by ViTs.

They discovered that the transferability from ViTs to CNNs

is relatively low due to their structural difference. In this

work, to better assess the robustness of ViTs in black-box

settings, we attempt to improve the transferability of adver-

sarial samples from ViTs to both different ViT models and

CNN models.

Existing transfer-based attacks on ViTs generally follow

similar methodologies of those on CNNs. For example,

the Pay No Attention (PNA) method adapts the SGM to

ViTs. Specifically, PNA skips the gradient of the attention

block during back-propagation to improve the transferabil-

ity of adversarial samples, which accounts for a gradient

regularization-based approach [32]. The PatchOut attack

strategy randomly samples a subset of patches to compute

the gradient in each attack iteration, which acts as an image

transformation method for transferable adversarial attacks

on ViTs. Different from such methods, our approach pro-

poses to improve transferable adversarial attacks on ViTs

from the perspective of gradient variance reduction, which

helps to stabilize the update direction of adversarial samples

and escape from the poor local optima.

Different from the above line of research, Nasser et al.

[20] proposed the Self-Ensemble (SE) method and the To-

ken Refinement module (TR) to improve the transferabil-

ity of adversarial samples generated from ViTs. SE uti-

lizes the classification token on each layer of ViTs with a

shared classification head to perform feature-level attacks.

Based on SE, TR further refines the classification token with

fine-tuning to improve attack performance. However, the

method is time-consuming since it needs to fine-tune the

classification token for each source model. Besides, some

variants of ViTs do not have or only have a few classifica-

tion tokens, like Visformer [2] and CaiT [26]. Therefore,

the SE and TR method only has limited applicability.

3. Method
We first set up some notations. We denote the benign

image as x with the image size of H ×W × C, where H ,

W , and C represent the height, width, and channel num-

ber of the image. ViTs divide the image into a sequence

of patches xp = {x1
p, x

1
p, · · · , xN

p }, where xi
p is the i-th

patch of the original image. The shape of each patch xi
p

is P × P × C, and P is the patch size. There are in total

N = H·W
P 2 patches. The corresponding true label of the

image is y. We represent the output of a DNN classifier by

f(x). J(x, y; f) stands for the classification loss function

of the classifier f , which is usually the cross-entropy loss.

Given the target image x, adversarial attacks aim to find an

adversarial sample xadv , which can mislead the classifier,
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i.e., f(xadv) �= f(x), while it is human-imperceptible, i.e.,

satisfying the constraint
∥
∥x− xadv

∥
∥
p
< ε. The ‖·‖p repre-

sents the Lp norm, and we focus on the L∞ norm here to

align with previous papers [3].

3.1. Token Gradient Regularization

A large gradient variance [29] triggers an overfitting is-

sue for generating adversarial samples whose update direc-

tion is not optimal and easily stuck in the local optimal. Ex-

isting efforts focus on regularizing the update gradient on

the input and regardless of the gradient variance in interme-

diate blocks leading to uncontrollable gradient variance in

the back-propagation. The motivation behind our method is

to regularize the gradient variance in intermediate blocks of

ViTs.

In order to reduce the variance of the back-propagated

gradients in intermediate blocks of ViTs, we seek to regu-

larize the gradients and consider the structural characteris-

tics of ViTs. Tokens are the fundamental building blocks in

the ViTs, and we call the back-propagated gradients corre-

sponding to one token in the internal blocks of ViTs as the

token gradients. Consequently, regularizing the gradients

in the intermediate blocks is to regularize the token gradi-

ents. The proposed Token Gradient Regularization (TGR)

is to regularize the token gradients in a token-wise manner.

We regard that tokens with extreme back-propagated gradi-

ent values contribute to the high gradient variance because

the extreme back-propagated gradients tend to be model-

specific and unstable features [29]. Specifically, if the back-

propagated gradient of a token is in the top-k or bottom-k
gradient magnitude among all the tokens, then it is called

the extreme tokens, where k is a hyper-parameter. Since we

regularize the back-propagated gradients in the token-wise,

we eliminate the extreme token gradients to reduce the gra-

dient variance during the back-propagation.

To design effective attack methods that cater to ViTs

structural characteristics, we analyze the workflow of ViTs

and select representative components in intermediate blocks

to employ TGR. ViTs are composed of transformer blocks

and each transformer block has an Attention block and a

MLP block. The Attention block deploys the self-attention

mechanism to compute the Attention between input tokens

by Key and Query and multiply the Attention with Value.

Therefore, we consider employing TGR on the QKV com-

ponent and the Attention component for Attention block.

The MLP block utilizes a fully-connected layer to aggregate

the channel information for all the tokens. Thus, we select

the MLP layer to deploy TGR. In the following sections, we

illustrate the detailed implementation of TGR.

3.2. Implementation

As mentioned in the previous section, we aim to regu-

larize three components in the architecture of ViTs: the At-

tention and QKV component in the Attention block and the

MLP component in the MLP block.

Attention Component. The Attention component uti-

lizes the multi-head self-attention mechanism to compute

the relationship between tokens. We suppose there are

M self-attention operations in one Attention component.

Therefore, the Attention component will output an atten-

tion map with the size of N ×N ×M for one image, where

N is the number of patch tokens. We regard that the self-

attention head computes the relationship between tokens in-

dependently. Thus, we rank the backward gradient in each

output channel of the Attention component independently.

We first localize the extreme tokens on the attention map

and denote their positions. Then, we eliminate the gradient

entries that lie in the same rows and columns of the extreme

gradients at a time.

QKV Component. QKV component computes the

Query, Key, and Value for the self-attention mechanism.

Suppose the QKV component has C channel, so the size

of the QKV component is N × C for one image. We also

regard the channels are independent, and we rank the back-

ward gradient in each input channel of the QKV compo-

nent independently. We define the tokens with the top-k or

bottom-k back-propagated gradient magnitude as extreme

tokens. Thus, we eliminate the extreme gradient entries at a

time.

MLP Block. MLP block aggregates the information of

each token along the channels. We denote the MLP block

has C channel, so the size of the MLP block is N×C for one

image. Similar to the QKV component, we prioritize each

input channel of the MLP component independently. We

also eliminate the extreme gradient entries of the token with

the top-k or bottom-k back-propagated gradient magnitude.

The illustration of the TGR on each component is shown

in Figure 1. Apart from regularizing the extreme tokens,

we also introduce a scaling factor s on each component to

reduce the overall gradient variance. Equation 1 shows the

adversarial attack of step t. In the equation, g′ is the regu-

larized backward gradient on the input. modules represents

the model structure, and Grads records the backward gra-

dient in the network. TGR(·) is the Token Gradient Regu-

larization method, and details are shown in Algorithm 1.

g′ = TGR(Grads,modules, k, s)

xadv
t+1 = xadv

t + α · sgn{g′}, (1)

where α is a hyper-parameter to control the step size in up-

date each iteration.

4. Experiments
In this section, we present extensive experiments to eval-

uate the effectiveness of our proposed method. We first clar-

ify the setup of the experiments. After that, we illustrate the
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Algorithm 1 Token Gradient Regularization

Require: network structure modules and gradients Grads
Require: scaling factor s and extreme token number k
Ensure: the gradient on the input g′

for m in modules do
if m is MLP or KQV then

Grads[m]← Grads[m] ∗ s
token← extreme(Grads[m], k) � Extreme

Tokens on MLP or KQV component

for i = 0← 2k − 1 do
Grads[m][token[i], :] = 0

end for
else if m is Attention then

Grads[m]← Grads[m] ∗ s
tokens← extreme(Grads[m], k) � Extreme

Token Pairs on the Attention Map

for i = 0← 2k − 1 do
Grads[m][tokens[i, 0], :, :] = 0
Grads[m][:, tokens[i, 1], :] = 0

end for
end if

end for

attacking results of our method against competitive baseline

methods under various experimental settings to show the ef-

fectiveness of our proposed attack on both ViT and CNN

models. Moreover, we analyze the effect of TGR on the

gradient reduction in the internal blocks of ViTs and adapt

our approach to CNN attacks. Finally, we perform the ab-

lation study on the selection of the components to employ

TGR and the selection of the token number.

4.1. Experiment Setup

We follow the protocol of the baseline method [32] to

set up the experiments for a fair comparison to attack image

classification models trained on ImageNet [21]. ImageNet

is also the most widely utilized benchmark task for transfer-

based adversarial attacks [29,32]. Here are the details of the

experiment setup.

Dataset. We follow the dataset of the baseline method

[32] by randomly sampling 1000 images of different cate-

gories from the ILSVRC 2012 validation set [21]. We check

that all of the attacking models achieve almost 100% clas-

sification success rate in this paper.

Models. We evaluate the transferability of adversarial

samples of ViTs under two attacking scenarios. The first

one is that the source and target models are both ViT mod-

els to validate the transferability across different ViT struc-

tures. The other one is that the source model is ViT, but

the target models are CNN models to examine the cross-

model structure transferability. We choose four represen-

tative ViT models as the source models to generate adver-

sarial samples, including ViT-B/16 [5], PiT-B [12], CaiT-

S/24 [26], and Visformer-S [2]. In addition to the four

source ViT models, the target ViT models contain four

more ViTs: DeiT-B [25], TNT-S [9], LeViT-256 [8], and

ConViT-B [6]. We keep the four ViT source models to craft

adversarial samples under the second experiment setting.

We select both undefended (normally trained) models and

defended (adversarial training and advanced defense tech-

nique) models as the target CNN models. For undefended

models, we use four representative target models contain-

ing Inception-v3 (Inc-v3) [24], Inception-v4 (Inc-v4) [23],

Inception-Resnet-v2 (IncRes-v2) [23] and Resnet-v2-152

(Res-v2) [10, 11]. For defended models, we consider ad-

versarial training and advanced defense models because ad-

versarial training is a simple but effective technique [18,39],

and advanced defense models are robust against black-box

adversarial attacks. Three adversarial trained models are se-

lected: an ensemble of three adversarial trained Inception-

v3 models (Inc-v3ens3), an ensemble of four adversarial

trained Inception-v3 models (Inc-v3ens4), and adversarial

trained Inception-Resnet-v2 (IncRes-v2adv).

Baseline Methods. We first choose the advanced gradi-

ent iterative-based method MIM [3] as our baseline. In ad-

dition, VMI [29] is another gradient-based baseline method,

which utilizes the gradient variance reduction strategy to

regularize the update gradient. Furthermore, we also com-

pare our approach with attacking methods using the struc-

ture of the ViTs. We compare our method with SGM [33],

which utilizes a decay factor to reduce the gradient from the

residual module. In order to show our attacking method out-

performing state-of-the-art, we select PNA [32] as our base-

line, which is the current state-of-the-art attacking approach

for ViTs. In addition, we compose all the attacking methods

with input transformation method (PatchOut) [32] for ViT

attacks, which is motivated by DIM [38] in CNN attack for

ViT models. We denote our method with the PatchOut strat-

egy as TGR-P and the baselines with the PatchOut strategy

as MIM-P, VMI-P, SGM-P, and PNA-P, respectively.

Evaluation Metric. In the experiments, the evaluation

metric is the attack success rate, the ratio of the adversarial

samples which successfully mislead the target model among

all the generated adversarial samples.

Parameter. For a fair comparison, we follow the pa-

rameter setting in [32] to set the maximum perturbation to

ε = 16 and the number of iterations to T = 10, so the step

length α = ε
T = 1.6. As for the decay factor μ, we set

μ to 1.0 for all the baselines because all the baselines uti-

lize the momentum method as the optimizer. We also keep

the hyper-parameter setting of all the baselines to conduct

experiments. For the PatchOut strategy, we set the number

of sampled patches to be 130 by following PNA [32]. All

images are resized to 224×224 to conduct experiments and

set the patch size to be 16 for the inputs of ViTs. Therefore,
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Model Attack ViT-B/16 PiT-B CaiT-S/24 Visformer-S DeiT-B TNT-S LeViT-256 ConViT-B

ViT-B/16

MIM 100.0 34.5 64.1 36.5 64.3 50.2 33.8 66.0

VMI 99.6 48.8 74.4 49.5 73.0 64.8 50.3 75.9

SGM 100.0 36.9 77.1 40.1 77.9 61.6 40.2 78.4

PNA 100.0 45.2 78.6 47.7 78.6 62.8 47.1 79.5

TGR 100.0 49.5 85.0 53.8 85.6 73.1 56.5 85.4

PiT-B

MIM 24.7 100.0 34.7 44.5 33.9 43.0 38.3 37.8

VMI 38.9 99.7 51.0 56.6 50.1 57.0 52.6 51.7

SGM 41.8 100.0 57.3 73.9 57.9 72.6 68.1 59.9

PNA 47.9 100.0 62.6 74.6 62.4 70.6 67.3 61.7

TGR 60.3 100.0 80.2 87.3 78.0 87.1 81.6 76.5

CaiT-S/24

MIM 70.9 54.8 99.8 55.1 90.2 76.4 54.8 88.5

VMI 76.3 63.6 98.8 67.3 88.5 82.3 67.0 88.1

SGM 86.0 55.8 100.0 68.2 97.7 91.1 74.9 96.7

PNA 82.4 60.7 99.7 67.7 95.7 86.9 67.1 94.0

TGR 88.2 66.1 100.0 75.4 98.8 92.8 74.7 97.9

Visformer-S

MIM 28.1 50.4 41.0 99.9 36.9 51.9 49.4 39.6

VMI 39.2 60.0 56.6 100.0 54.1 62.8 59.1 54.4

SGM 18.8 41.8 34.9 100.0 31.2 52.1 52.7 29.5

PNA 35.4 61.5 54.7 100.0 51.0 66.3 64.5 50.7

TGR 41.2 70.3 62.0 100.0 59.5 74.7 74.8 56.2
Table 1. The attack success rates (%) against eight models by various transfer-based attacks. The best results are marked in bold.

Model Attack Inc-v3 Inc-v4 IncRes-v2 Res-v2 Inc-v3ens3 Inc-v3ens4 IncRes-v2adv

ViT-B/16

MIM 31.7 28.6 26.1 29.4 22.3 19.8 16.5

VMI 43.1 41.6 37.9 42.6 31.4 30.6 25.0

SGM 31.5 27.7 23.8 28.2 20.8 18.0 14.3

PNA 42.7 37.5 35.3 39.5 29.0 27.3 22.6

TGR 47.5 42.3 37.6 43.3 31.5 30.8 25.6

PiT-B

MIM 36.3 34.8 27.4 29.6 19.0 18.3 14.1

VMI 47.3 45.4 40.7 43.4 35.9 34.4 29.7

SGM 50.6 45.4 38.4 41.9 25.6 20.8 16.7

PNA 59.3 56.3 49.8 53.0 33.3 32.0 25.5

TGR 72.1 69.8 65.1 64.8 43.6 41.5 32.8

CaiT-S/24

MIM 48.4 42.9 39.5 43.8 30.8 27.6 23.3

VMI 58.5 50.9 48.2 52.0 38.1 36.1 30.1

SGM 53.5 45.9 40.2 45.9 30.8 28.5 21.0

PNA 57.2 51.8 47.7 51.6 38.4 36.2 30.1

TGR 60.3 52.9 49.3 53.4 39.6 37.0 31.8

Visformer-S

MIM 44.5 42.5 36.6 39.6 24.4 20.5 16.6

VMI 54.6 53.2 48.5 52.2 33.0 32.0 22.2

SGM 43.2 41.1 29.6 35.7 16.1 13.0 8.2

PNA 55.9 54.6 46.0 51.7 29.3 26.2 21.1

TGR 65.9 66.8 55.3 60.9 36.0 32.5 23.3
Table 2. The attack success rates (%) against seven models by various transfer-based attacks. The best results are marked in bold.

the total number of tokens is 16 × 16 = 196 without the

classification token or 16 × 16 + 1 = 197 with the clas-

sification token respectively. We set the scaling factor for

the Attention component and MLP block to be 0.25 and

the scaling factor for the QKV component to be 0.75. In

addition, we set k = 1, which means we only consider the

tokens with the maximum or the minimum back-propagated

gradient magnitude as extreme tokens.

4.2. Transferability

In this section, we analyze the performance of our ap-

proach against the undefended ViTs, undefended CNNs,
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Model Attack ViTs CNNs CNNs-adv

ViT-B/16

MIM-P 61.3 31.3 21.7

VMI-P 69.1 42.8 30.9

SGM-P 64.8 29.2 18.9

PNA-P 70.8 42.6 29.9

TGR-P 76.0 46.7 33.3

PiT-B

MIM-P 47.3 32.5 17.5

VMI-P 59.5 46.2 35.8

SGM-P 70.0 45.6 21.3

PNA-P 73.1 57.8 32.7

TGR-P 82.3 68.9 41.3

CaiT-S/24

MIM-P 70.3 44.0 29.3

VMI-P 76.8 57.8 38.4

SGM-P 85.1 49.2 29.3

PNA-P 81.6 56.6 39.3

TGR-P 88.8 60.5 40.5

Visformer-S

MIM-P 54.9 45.7 23.4

VMI-P 64.8 56.6 32.6

SGM-P 51.6 44.3 15.0

PNA-P 68.8 61.8 32.3

TGR-P 70.4 64.3 33.5
Table 3. The average attack success rates (%) against ViTs, CNNs,

and adversarially trained CNNs by various transfer-based attacks

with PatchOut strategy. The best results are marked in bold.

Methods Deep Middle Shallow Average

MIM 7.5 37.6 70.9 38.7

VMI 4.0 19.1 34.0 19.1

TGR 1.7 5.1 6.6 4.4

Table 4. The average gradient variance of ViT-B/16 by different

attacking methods. The best results are marked in bold.

Model Attack Inc-v3 IncRes-v2 Inc-v3ens4 IncRes-v2adv

Res-v2

MIM 59.1 50.8 18.5 11.7

VMI 66.3 58.6 33.4 21.5
TGR 75.5 67.6 29.7 17.2

Table 5. The attack success rates (%) against four CNN models

by various transfer-based attacks on Res-v2. The best results are

marked in bold.

and adversarially trained CNN models respectively. Specif-

ically, we attack a given source model and directly test

the other different models by crafted adversarial samples,

which is the black-box setting. We also test the adversarial

samples on the source model itself in a white-box setting.

We first craft adversarial samples on ViTs and transfer

the adversarial samples to other ViT models. As shown in

Table 1, our approach achieves nearly 100% white-box at-

tacking success rate. In addition, our method outperforms

all the other baselines with a large margin of 8.8% attacking

accuracy, demonstrating the high transferability of adver-

sarial samples generated by our approach. Although VMI

and SGM are attacking methods for CNN models, VMI di-

rectly regularizes the gradient on the input, and SGM uti-

lizes skip connections, which are largely used in ViTs. VMI

and SGM can achieve good attacking performance on ViTs,

but they are still inferior to our approach. In addition, VMI

also utilizes the idea of gradient variance reduction to gen-

erate adversarial samples, but our approach has a higher

transferability, which reveals that regularizing the gradient

variance in intermediate blocks of the model is effective.

Then, we study the performance of our proposed attack-

ing method against undefended CNN models and adver-

sarially trained CNN models to validate the cross-structure

transferability. We transfer the generated adversarial sam-

ples from the source ViT models to the target CNN mod-

els. The attacking performance is summarized in Table 2.

The transferability of all the attacking methods drops signif-

icantly on target CNN models because of the different archi-

tectures of ViTs and CNNs. Our approach consistently out-

performs all the baselines with a margin of 6.2% on average,

which demonstrates the superiority of cross-structure trans-

ferability of our proposed attacking method. The difference

in the transferability between the undefended CNN mod-

els and adversarially trained CNN models is small, which

demonstrates the adversarial samples crafted by the ViTs

can figure out similar defects inside undefended or adver-

sarially trained CNN models. Furthermore, our approach

achieves 39.3% attacking accuracy on adversarial trained

CNNs by attacking the PiT-B model on average, which

shows a serious threat to the CNN defense methods. There-

fore, new defense methods are required to defend the trans-

ferable adversarial samples crafted by ViT models.

Furthermore, we compose all the attacking methods with

the input transformation method in ViT: the PatchOut to fur-

ther improve transferability as shown in Tabel 3. Our ap-

proach, combined with the PatchOut strategy, also outper-

forms all the baseline methods by a considerable margin of

4.9% on average under the black-box setting, which further

demonstrates the superiority of our method.

4.3. Analysis

In addition to evaluating the attacking performance com-

pared with baselines, we aim to understand why our pro-

posed method can achieve good performance. Moreover,

we also craft adversarial samples on CNNs based on our

proposed TRG method on the CNN layer to show the effec-

tiveness of regularizing the gradient variance in intermedi-

ate blocks of the network.

We first compute the gradient variance of each block in

the ViT-B/16 during the generation of adversarial samples

to show the benefit of regularizing the gradient of interme-

diate blocks in the network. We randomly sample 100 im-

ages and compute the average gradient variance of the net-

work. The whole network is divided into three parts – shal-

low level (Block 1 - Block 4), middle level (Block 5 - Block
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Attention QKV MLP ViTs CNNs CNNs-adv

- - - 56.2 29.0 19.5

� - - 67.4 38.1 25.4

- � - 64.1 33.7 23.1

- - � 57.3 30.0 19.9

� � - 69.7 40.0 27.3

� - � 69.3 39.4 26.6

- � � 66.0 35.5 23.7

� � � 73.6 42.7 29.3

Table 6. The average attack success rates (%) against ViTs, CNNs,

and adversarially trained CNNs by various setting of components.

8), and deep level (Block 8 - Block 12), and we compute

the average gradient of each level of the network during the

adversarial sample generation. As shown in Table 4, the

deep level has the least average gradient variance, and the

shallow level has the largest average gradient variance be-

cause the gradient variance of the blocks increases during

the back-propagation process. Furthermore, our proposed

TGR achieves the least average gradient variance in all the

levels compared with the baselines. Although VMI can re-

duce the gradient variance of each component during itera-

tion, the gradient variance in the network is still too large.

Therefore, regularizing the gradient variance in intermedi-

ate blocks by our proposed TGR can mitigate the increment

of the gradient variance during the back-propagation.

In addition, we also adapt TGR to CNN attacks to show

the general effectiveness of our approach. We apply TGR

on the gradient of intermediate feature maps in the CNN

during back-propagation. We generate adversarial samples

by attacking Res-v2 and test the transferability on four CNN

models, as shown in Table 5. Our proposed TGR out-

performs MIM by more than 12.5% and achieves similar

performance with the baseline VMI. The experiment result

shows the effectiveness of our approach on attacking CNN

models. Although our TGR is not designed for CNN at-

tacks, our approach can reduce the gradient variance in in-

termediate blocks of the CNNs contributing to competitive

performance.

4.4. Ablation Study

In this section, we do ablation studies on the influence

of two factors on transferability in our proposed TGR: 1)

components in ViTs. We want to figure out the contribution

of each component to the transferability. 2) The extreme

token number k.

Components. We craft adversarial samples by utilizing

TGR on different choices of components and observe the

transferability. We choose ViT-B/16 as the source model

and observe the attacking performance on ViTs, undefended

CNNs, and adversarially trained CNNs. As shown in Table

6, the Attention component contributes the most transfer-

ability. We believe the Attention component computes the

Figure 2. The attack success rates of TGR with different number

of extreme tokens.

relationships between token pairs, which exert a large in-

fluence on the output. The ablation study also validates the

effectiveness of TGR on different components in ViTs.

Token Number. We measure the transferability of ad-

versarial samples generated from the ViT-B/16 model by

altering the extreme token number k in the attacking al-

gorithm TRG. We observe from Figure 2 that when the

token number increases from 0 to 1, the transferability

boosts. Then the transferability drops after k = 3. We

regard the performance improvement is due to the regular-

ized tokens, which reduces the gradient variance inside the

network. However, the original gradient will be changed

largely by regularizing more tokens, contributing to the ob-

served transferability drop. Therefore, in order to balance

the performance and the efficiency, we choose k = 1.

5. Conclusion
In this paper, We first analyze the reasons for the low

transferability of the gradient regularization-based methods.

Although they regularize the gradient variance on the input,

the variance in intermediate blocks of the network is still

large, and thus models are stuck in local optima. To ad-

dress the weakness of existing works, we propose the Token

Gradient Regularization (TGR) method for transferable at-

tacks. According to the architecture of ViTs, TGR reduces

the variance of the back-propagated gradient in each inter-

nal block of ViTs and utilizes the regularized gradient to

generate adversarial samples. Extensive experiments on at-

tacking both ViTs and CNNs confirm the superiority of our

approach.
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