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Abstract of thesis entitled:
Learning to Recommend with Location and Context
Submitted by CHENG, Chen
for the degree of Doctor of Philosophy
at The Chinese University of Hong Kong in September 2015

In the past decade, location-based social networks (LBSNs), such
as Gowalla and Foursquare, have attracted millions of users to share
their locations via check-in behaviors. Point-of-interest (POI) rec-
ommendation has been a significant task in LBSNs since it can help
targeted users explore their surroundings as well as help third-party
developers provide personalized services. Different from traditional
recommender systems in music and movie, POI recommendation
needs to consider the geographical influence, which has a great im-
pact on users’ choices. Apart from geo-information from locations,
plenty of other auxiliary information is also available. All these aux-
iliary information are referred to as context. Recommendation with
location and context brings new challenges for recommender sys-
tems and new methods need to be tailored for it. In this thesis, the
challenges from three perspectives motivated by real life problems
will be addressed.

Firstly, we consider the point-of-interest recommendation task in
LBSNs. In this task, we try to recommend the potentially attrac-
tive while unvisited POIs to users. By carefully studying the users’
moving patterns, we find that users tend to check in around sev-
eral centers and different users have different number of centers.
Based on this finding, we propose a novel Multi-center Gaussian
Model to capture this pattern. Moreover, we consider the fact that
users are usually more interested in the top 10 or 20 recommen-



dations, which makes personalized ranking important in this task.
To consider users’ preferences, geographical influence and personal-
ized ranking, we propose a unified POI recommendation framework
which fuses them together.

Secondly, we consider the task of successive point-of-interest
recommendation in LBSNs. Different from the first task, we would
like to provide recommendations for users in the next few hours
based on their current locations and previous check-in histories. To
solve this task, we develop two novel matrix factorization mod-
els based on two prominent properties observed in the check-in se-
quence: personalized Markov chain and region localization.

Lastly, we explore the problem of context-aware recommenda-
tion in recommender systems. Most context-aware recommendation
methods model pairwise interactions between all features, while in
practice, not all the pairwise feature interactions are useful. Thus,
it is challenging to select “good” interacting features effectively. To
address this challenge, we propose a novel Gradient Boosting Fac-
torization Machines (GBFM) model to incorporate the feature se-
lection algorithm with Factorization Machines into a unified frame-
work.

In summary, we propose several tailored methods for recommen-
dation with location and context in this thesis. Extensive experi-
ments on real life large-scale datasets confirm the effectiveness and
efficiency of proposed methods.
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Chapter 1

Introduction

With the rapid development of online e-commerce, music and movie
websites, Recommender Systems are becoming more and more im-
portant since they focus on solving the information overload prob-
lem [91]. People often have trouble making decisions with too much
information around. For example, we often need to decide which
music to listen to, which movie to watch or which clothes to buy.
Recommender systems can help alleviate this problem by making
personalized suggestions that are likely to attract specific users. Typ-
ically, recommender systems are based on collaborative filtering (CF)
techniques, which provide recommendations from similar users or
items. CF is based on the assumption that similar users may have
similar taste on the same item, and similar items may receive similar
ratings from the same user [83]. It has been widely deployed and re-
ceived great success in commercial websites such as Amazonﬂ [[118]
as well as recommendation competitions such as Netflix priz [62].

In the past decade, recommendation techniques have received
much attention in both industry and academic communities [3, 112,
61,114} 164] due to the importance of recommender systems to peo-
ple’s life as well as their potential commercial value. However, in
traditional recommender systems, most collaborative filtering tech-
niques focus on the user-item rating matrix only. Although they have

"http://www.amazon.com
http://www.netflixprize.com



CHAPTER 1. INTRODUCTION 2

been widely adopted, the recommendation results may be inaccurate
due to the data sparsity of the user-item matrix. On the other hand,
due to the rapid development of mobile devices and ubiquitous Inter-
net access, location information and other context information can
be easily gathered, which can be utilized to improve recommenda-
tion performance.

Location and context information bring new challenges to rec-
ommendation techniques. In terms of location, location-based so-
cial networks (LBSNs), such as Gowallaﬂ and Foursquareﬂ have at-
tracted millions of users with billions of check-ins. Point-of-interest
recommendation is one of the important tasks in LBSNs since it can
help users explore new POIs as well as bring the potential commer-
cial value to third-party developers. Geographical influence has a
great impact on users’ choices to visit new POIs, while traditional
recommender systems fail to take it into account. Besides location
information, other context information also influences users’ deci-
sions. One example is that we need to consider the important factor
of “Double 11 Bachelor Day” in China or the “Black Friday” after
Thanksgiving in the States when providing recommendations. Mer-
chants usually run big promotions on these dates, which will heav-
ily affect customers’ shopping behaviors. Another example is that a
male user would often watch action movies with other male users,
but would watch romantic movies with his girlfriend. As a result,
new methods need to be tailored to effectively utilize these location
and context information to alleviate the sparsity problem and im-
prove the recommendation performance. In this thesis, we present
several methods to address these new challenges when recommend-
ing with location and context.

In the following, we first present a brief introduction to recom-
mender systems in Section[I.1} Then we introduce our contributions
in Section [1.2] and present the overall structure of this thesis in Sec-

3http://www.gowalla.com
“http://www.foursquare.com



CHAPTER 1. INTRODUCTION 3

Table 1.1: Data type
Type \ Examples
e Rating data

Explicit feedback data e “Thumb up/down” data

e The purchase/shopping data of
Amazon

e The click data of displaying adver-

Implicit feedback data )
tisements

e The check-in data of LBSNs

tion [1.3l

1.1 Overview of Recommender Systems

Recommender Systems are information filtering systems that focus
on solving the information overload problem. They can provide
proactive and personalized suggestions based on users’ past behav-
iors on the systems. At the same time, merchants can provide pro-
motions to users according to the predictions of recommender sys-
tems. Good recommender systems in online websites are beneficial
for both merchants and customers. In the following, we first discuss
about the data types used in recommender systems. Then we intro-
duce the POI recommendation in LBSNs and context-aware recom-
mendation.

1.1.1 Data Type

In recommender systems, there are mainly two types of data: explicit
feedback data and implicit feedback data. The details are shown
in Table Recommendation techniques vary depending on the
specific data type that is being used in the system.
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Figure 1.1: Rating example in Amazon

Explicit Feedback Data

The explicit feedback data are very popular and widely used in rec-
ommender systems. From the data, we can know both liked and
disliked items of a user, i.e., we obtain both explicit positive and
negative feedback from users.

Rating data is one of the explicit feedback data types, which is
favored by many online websites such as Netflix’, Douban’, Ama-
zon, Movieleng’, Yahoo! musid®, Yelp} etc. Users can give ratings
to items in these websites in the 1-5 or 1-10 rating scale. Figure
shows an example of users’ rating on Sennheiser earphones on the
Amazon website. The higher rating means the user likes the item
more. Taking the 1-5 scale rating system for example, a 5 rating
means that a user likes the item very much; a 4 rating may mean
the user likes the item. The rating of 3 may indicate the user thinks
the item is just OK, while a rating of 1 or 2 may show that the user
dislikes the item.

Another explicit feedback data type is the “Thumb up/down” data

Shttp://www.netflix.com
®http://www.douban
"https://movielens.org
8https://www.yahoo.com/music
http://www.yelp.com
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Figure 1.2: Thumb up/down example in YouTube

that is popular in Facebookm Google plus@, YouTubeH, etc. Differ-
ent from the rating data, users can only give one of the two ratings:
like or dislike. The choice of like and dislike is often represented
as the icon of “Thumb up” and “Thumb down” respectively. Fig-
ure [1.2] shows an example of YouTube videos. The users explicitly
show their attitude towards the item, either like or dislike.

In the rating data type, different users may have different rating
styles. Some users tend to give ratings generously while others give
ratings in the opposite way. Although the same user is often con-
sistent with his/her ratings, it is difficult to understand the attitudes
towards items across different users. The “Thumb up/down” data
can avoid this problem since there are only two choices for users.

Implicit Feedback Data

Implicit feedback data are also very common in many recommender
systems. The purchase/shopping data of Amazon, the click data of

1%http://www.facebook.com
https://plus.google.com/
2https://www.youtube.com/
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Figure 1.3: Purchase log in Amazon

displaying advertisements, the check-in data of LBSNss, etc., are all
forms of implicit feedback data. Figure [I.3] shows an example of a
user’s purchase log on Amazon. The main difference between ex-
plicit feedback data and implicit feedback data is that we can only
observe the positive feedback from users in implicit feedback data.
For example, if we know a user has bought an item, we might in-
fer that the user might like it. However, for all the items the user
has not purchased yet, we cannot draw the conclusion that the user
dislikes them. A user has not purchased the item might simply be-
cause the user does not know the item. Although some researchers
argued that the explicit feedback data are biased, i.e., users tend to
rate the items they like [93, 92, [74, 46]], we have both positive and
negative feedback in the explicit feedback data. However, we do
not have any negative samples in the implicit feedback data. We re-
fer to the recommendation with implicit feedback data as One-class
Recommendation 96, 71,51, 98]].
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Figure 1.4: Foursquare check-in example

1.1.2 Point-of-interest Recommendation in LBSNs

In recent years, the rapid development of mobile devices and ubiqui-
tous Internet access has led to the popularization of location-based
social networks (LBSNs). The check-in behavior becomes a new
life-style for millions of users to share their locations, tips and ex-
perience about POIs in LBSNs. It has been reported that there were
over 20 million registered users corresponding to two billion check-
ins by April, 201@ Huge amount of information of users’ physical
movements in daily life and their preferences about the POIs are ac-
cumulated via check-in behavior. Figure [I.4]is an example of the
check-in behavior in Foursquare.

POI recommendation has attracted much attention from both the
research and industry communities 117, 75], [72] as it can help
users explore their nearby interesting POIs as well as enable third-

Bhttp://statspotting.com/2012/04/foursquare-statistics-20-million-users-2-billion-check-ins/
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party services, e.g., launching advertisements. Directly applying
the traditional recommendation technique in POI recommendation
will produce poor performance since the user-location matrix is too
sparse. Fortunately, geographical influence can help alleviate this
problem and improve the recommendation performance. In [143],
the authors proposed to use the power-law distribution to model the
geographical influence and unified it with the memory-based collab-
orative filtering methods. However, the power-law distribution was
learned globally and memory-based collaborative filtering methods
had to compute all the pairwise distances of users’ whole visiting
history, which was very time consuming. Moreover, users are more
interested in the top 10 or 20 recommendation results, which makes
personalized ranking important in POI recommendation. Based on
this, in this thesis, we propose a unified POI recommendation frame-
work that incorporates them together. Specifically, we first propose
a Multi-center Gaussian Model (MGM) to capture users’ moving
patterns. Different from the power-law distribution, MGM is a per-
sonalized model that captures each user’s moving behavior. Then
we fuse MGM with model-based collaborative filtering methods in
different ways to fuse the user preference, geographical influence
and personalized ranking together.

Successive POI recommendation is another challenging task in
LBSNs, which focuses on providing POI recommendation for users
in the next few hours based on users’ current locations and their
previous check-in histories. In the general POI recommendation
task, temporal relation and sequential effect are not considered. Suc-
cessive POI recommendation 1s a much harder task, since we need
to provide recommendations that may be attractive to a user while
he/she does not visit them before at the successive time stamp. In
traditional recommender systems, Koren et al. [63] considered em-
ploying temporal effect to improve the recommendation results. The
authors assumed that users’ preferences might change across time
instead of following the basic assumption that users’ preferences
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Figure 1.5: An example of context information in Yelp

would remain the same in most recommender systems. The Factor-
ized Personalized Markov Chain (FPMC) was developed in Rendle
et al. [105] to model the transition between items and FPMC pro-
vided recommendations for users to buy next items. However, in
FPMC, geographical influence does not need to be considered. In
LBSNs, we find that users’ check-ins at the successive time stamp
are constrained by personalized Markov chain and region localiza-
tion. Based on this, in this thesis, we propose two novel matrix
factorization methods to take these two factors into account.

1.1.3 Context-aware Recommendation

Most of traditional recommender systems are based on context-unaware
recommendations since their techniques mainly analyze the user-
item rating matrix and do not consider context information. In the
real world, plenty of context information is available and is proven



CHAPTER 1. INTRODUCTION 10

to be useful in recommendation to alleviate the data sparsity prob-
lem [53,, 1106, 57, 9, 102, 27/]]. We refer to recommendations with
context information as context-aware recommendations.

Figure|l.5|gives an example of some context information in Yelp.
The current distance to the restaurant, the number of reviews of a
restaurant, the category of a restaurant, etc., are all context informa-
tion that can be employed to generate restaurant recommendations
to users. Meta-data, which is attached to the user or item itself, is
the most common context information. For example, the age and
gender from a user’s profile, the genre of a movie, the average rating
of an item, etc., are all meta-data. In addition to meta-data, context
information also includes information attached to the whole recom-
mendation event, such as a user’s mood, the date, etc.

There are several existing methods that are being used in context-
aware recommender systems. The most basic approach for context-
aware recommendation is to conduct pre-filtering or post-filtering
where a standard context-unaware method is applied [97, 22, 131, 2].
In order to consider the context information in the training phrase,
several methods have been studied to incorporate meta-data into the
matrix factorization method [68, [130]. In order to deal with all con-
text features, several methods were explored in [135, 4, 57, 101,
106]. In these methods, context information was encoded as fea-
tures; together with user and item, they were mapped from a fea-
ture space into a latent space. The Factorization Machines (FM)
model [106] is currently a general and widely used method, which
subsumes many methods such as SVD++. In FM, all features are
assumed to be interacting with all other features. It is not always
the case that all the feature interactions are useful. Thus, it is chal-
lenging to select automatically useful interacting features to reduce
noise. To tackle this problem, we propose a novel Gradient Boosting
Factorization Machines (GBFM) model to incorporate feature se-
lection algorithm with Factorization Machines into a unified frame-
work.
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1.2 Thesis Contributions

The main contributions of this thesis could be described as follows:

1. A Unified Point-of-interest Recommendation Framework
in Location-based Social Networks

We propose a unified POI recommendation framework to fuse
users’ preferences, geographical influence and personalized rank-
ing together to alleviate the data sparsity in LBSNs. Matrix
factorization methods in traditional recommender systems can-
not produce good POI recommendation performance due to the
sparsity of the user-location matrix in LBSNs. Geographical
influence plays an important role in users’ check-ins and can
help alleviate the data sparsity problem. Specifically, we first
propose a Multi-center Gaussian Model (MGM) to capture the
geographical influence based on the finding that users tend to
check in around several centers and different users have differ-
ent number of centers. Then we propose a method to incorpo-
rate matrix factorization with MGM together. Moreover, users
in recommender systems are more interested in the top 10 or
20 recommendation results. Directly optimizing the pairwise
ranking like Bayesian Personalized Ranking (BPR) produces
better performance in top-k recommendation than directly us-
ing matrix factorization. To address the top-k ranking as well
as the geographical influence, we propose two methods based
on BPR, a state-of-the-art personalized ranking method, with
different integration approaches. The experimental results on
two large-scale real world LBSNs datasets illustrate the effec-
tiveness of our proposed methods.

2. Successive Point-of-interest Recommendation in Location-
based Social Networks

In order to provide POI recommendation for users at the suc-
cessive time stamp, we propose two novel matrix factorization
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methods called Factorized Personalized Markov Chain with Lo-
calized Region (FPMC-LR) and Factorized Personalized Markov
Chain with Latent Topic Transition (FPMC-LTT) based on two
prominent properties in the check-in sequence: personalized
Markov chain and region localization. Both FPMC-LR and
FPMC-LTT embed the two prominent properties in the mod-
els. The two models not only exploit the personalized Markov
chain in the check-in sequence, but also take into account users’
movement constraint, i.e., moving around a localized region.
More importantly, by utilizing the information of localized re-
gions, we not only reduce the computation cost, but also dis-
card the noisy information to boost recommendation. The dif-
ference between FPMC-LR and FPMC-LTT is that the person-
alized Markov chain in FPMC-LR is built on location-wise
level while FPMC-LTT is built on the latent topic transition.
The number of observations on location-wise transition is very
sparse in LBSNs, which makes it difficult to learn the latent
location transition vector well. We observe that there is high
transition probabilities between topics such as the transition
from “Shopping” to “Food”. FPMC-LTT models the latent
topic transition probability, which can avoid the sparsity prob-
lem in FPMC-LR. We conduct thorough experiments on two
real world LBSNs datasets. The experimental results demon-
strate the merits of our proposed FPMC-LR and FPMC-LTT
model.

3. Context Feature Selection Algorithm in Context-aware Rec-
ommendation

In order to employ context features and select “good” context
features effectively for recommender systems with sparse data,
we propose a novel Gradient Boosting Factorization Machines
(GBFM) model to incorporate the feature selection algorithm
with Factorization Machines into a unified framework. Tra-
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ditional matrix factorization methods focus on the user-item
matrix only, while context information can be employed to
improve recommendation performance and overcome the data
sparsity problem. However, there are tens of context features
available, which makes it challenging to select “good” context
features among them. Most of existing state-of-the-art meth-
ods consider all of them, but not all of them are useful. We first
propose a greedy interacting feature selection algorithm based
on gradient boosting. Then, we fuse it with the Factorization
Machines into a unified framework. The experimental results
on both synthetic and real datasets demonstrate the efficiency
and effectiveness of our algorithm compared with other state-
of-the-art methods.

1.3 Thesis Organization

The rest of this thesis is organized as follows:

e Chapter 2

In this chapter, we review the background knowledge and re-
lated work in the field of traditional recommender systems,
ranking-oriented collaborative filtering, POI recommendation
and context-aware recommendation. More specifically, we re-
view the content-based filtering and collaborative filtering tech-
niques. We focus more on collaborative filtering techniques as
they are the most basic and applied techniques in recommender
systems nowadays. We briefly review ranking-oriented collab-
orative filtering techniques, which aim to improve the ranking
performance in recommender systems. Then we review exist-
ing methods in POI recommendation and context-aware rec-
ommendation.

e Chapter 3
In this chapter, we focus on the task of point-of-interest recom-
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mendation, which attempts to recommend the potentially at-
tractive while unvisited POIs to users. Firstly, we extract the
characteristics from two large-scale LBSNs datasets: Gowalla
and Foursquare, and we observe the multi-center check-in be-
havior of users in the datasets. Based on this, we build the
Multi-center Gaussian Model (MGM), which captures the geo-
graphical influence in LBSNs. Secondly, we propose a unified
framework to fuse the matrix factorization and MGM to cap-
ture both users’ preferences and geographical influence. Thirdly,
we further consider the importance of personalized ranking.
We propose two methods based on BPR with different inte-
gration approaches with MGM. Lastly, we conduct thorough
experiments on Gowalla and Foursquare to show the effective-
ness of our proposed methods.

e Chapter 4

In this chapter, we take the temporal relation and sequential ef-
fect into account and focus on the problem of how to provide
successive POl recommendation in LBSN. Firstly, we analyze
the spatial-temporal properties in two large-scale real-world
LBSNs datasets: Foursquare and Gowalla. After analyzing the
dynamics of new POIs and inter check-ins, we observe two im-
portant properties: personalized Markov chain and localized
region constraint. Secondly, based on the two properties, we
propose two novel matrix factorization models: FPMC-LR and
FPMC-LLT. The difference between FPMC-LR and FPMC-
LLT 1is that the personalized Markov chain in FPMC-LR is
modeled on the location-wise level, while it is modeled on the
topic level in FPMC-LLT. Compared with other state-of-the-art
methods, both FPMC-LR and FPMC-LLT are more efficient
and effective. Finally, thorough experiments on Gowalla and
Foursquare are conducted. The experimental results illustrate
the merits of the two models.
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e Chapter 5

In this chapter, we explore the problem of how to select “good”
context interacting features from tens of context features to im-
prove context-aware recommendation performance. Firstly, we
review the state-of-the-art method, the Factorization Machines
(FM) model. We find that FM models pairwise interactions
between all features. In this way, a certain feature latent vec-
tor is shared to compute the factorized parameters it involves.
In practice, not all the pairwise feature interactions are useful.
Secondly, in order to select “good” interacting features, we pro-
pose a novel interacting feature selection algorithm based on
gradient boosting. Thirdly, we propose a novel Gradient Boost-
ing Factorization Machines (GBFM) model to incorporate the
feature selection algorithm with Factorization Machines. Fi-
nally, we conduct thorough experiments on a synthetic dataset
and a real dataset to show the effectiveness of our algorithm
compared with other state-of-the-art methods.

e Chapter 6

The last chapter summarizes this thesis and addresses some po-
tential directions that can be explored in the future.

In order to make each of these chapters self-contained, some critical
contents such as model definitions or motivations may be briefly
reiterated in some chapters.

O End of chapter.



Chapter 2

Background Study

In this chapter, we investigate the background knowledge on tradi-
tional recommender systems, ranking-oriented collaborative filter-
ing, POI recommendation and context-aware recommendation. The
basic knowledge of traditional recommender systems is closely re-
lated to the whole thesis. Ranking-oriented collaborative filtering
and POI recommendation are closely related to Chapter|3|and Chap-
ter @l The content of Chapter [3] is related to context-aware recom-
mendation.

This chapter is organized as follows. In Section [2.1, we briefly
go over the techniques in recommender systems including content-
based filtering and collaborative filtering. We focus more on collab-
orative filtering as it is the dominating technique in today’s recom-
mender systems. We briefly review the two types of collaborative
filtering methods: memory-based collaborative filtering and model-
based collaborative filtering. In Section [2.2] we present a detailed
survey on ranking-oriented collaborative filtering, which aims to im-
prove ranking performance in recommender systems. In Section
we briefly discuss about the existing work in POI recommendation.
Lastly, in Section [2.4, we review several state-of-the-art methods in
context-aware recommendation.

16
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Recommendation
Techniques

Collaborative
Filtering

Content-based
Filtering

e
Memory-based Model-based

User-based ltem-based

Figure 2.1: Classfication of recommendation techniques

2.1 'Traditional Recommender Systems

With the rapid development of online e-commerce, music and movie
websites and online social networks, we are facing exploding choices
with much information around. Recommender Systems are becom-
ing more and more important as they focus on solving the informa-
tion overload problem [91, 47, 109, [122]. Recommender systems
are a subclass of information filtering systems that attempt to pro-
vide recommendations on items (movies, music, POIs, books, etc.)
that are likely of interest to the user. Many problems can be classi-
fied as recommendation problems, including search ranking [13, 15,
43,1551, query suggestion [18, 20, 87, 23]], click-though rate predic-
tion [28, 35,16, 1132], tag recommendation [154, 107,70, 127,165, 42]
and item recommendation [3, 112, |61, [114} 64]]. The techniques of
recommender systems have been extensively studied in the past few
decades.

We summarize the classification of recommendation techniques
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in traditional recommender systems in Figure according to the
way recommender systems work. Generally, recommender systems
can be classified into two types: content-based filtering and collab-
orative filtering. Collaborative filtering attracts more attention since
it is the most popular and effective method. Collaborative filtering
is grouped into two general categories: memory-based collaborative
filtering and model-based collaborative filtering [[17]. Furthermore,
memory-based collaborative filtering has two main classes: user-
based collaborative filtering and item-based collaborative filtering.
Model-based collaborative filtering includes the clustering model,
the aspect model, the latent factor model, the Bayesian hierarchi-
cal model and the matrix factorization model. We do not show the
categories of model-based collaborative filtering in the figure due to
space limitation. In the following, we briefly review these methods.

2.1.1 Content-based Filtering

In content-based filtering systems [99, 25]], a user is recommended
items that are similar to the items the user preferred in the past.
These systems adopt the ideas and employ the techniques from in-
formation retrieval [115) /] and information filtering research [[11].
Content-based filtering techniques try to learn the user’s preference
or match up the features of items by analyzing the user’s content and
profile. It has been widely adopted in news recommendation [60),
77, 1], music recommendation [25, [16] and movie recommenda-
tion [5, 34].

In general, content-based filtering systems operate in three steps.
First, the systems maintain the information about the user’s taste
either from the initial user profile from the registration process or
by the rating documents after registration. Then the systems ana-
lyze the content of documents and user profile. Finally, the systems
recommend the ones that better match the user’s preference and pro-
file. For example, in the news recommendation [77], the authors
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11 | 22 | 13 i4 5 | ¢
up [ 2314717
up | 12121517271
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us [ 45|71 7?3

Table 2.1: User-item rating matrix

first used topic modeling to classify news articles into different cat-
egories, then the user profile was built using a Bayesian model of
click probability given the news category. In the movie recommen-
dation application [3], the system tries to understand the content of
the movies that the user rated highly in the past. Then, highly related
movies will be recommended to the user.

2.1.2 Collaborative Filtering

Collaborative filtering (CF) methods provide recommendations to
users by analyzing the co-occurrence patterns of user-item pairs.
There are two major categories of collaborative filtering techniques:
memory-based collaborative filtering and model-based collaborative
filtering.

Memory-based Collaborative Filtering

Memory-based (neighborhood-based) collaborative filtering is widely
adopted in commercial collaborative systems [73, [17]. These meth-
ods usually attempt to find similar users or items by assuming that
similar users may have similar taste or similar items may have sim-
ilar ratings. The most studied memory-based approaches are user-
based collaborative filtering [17, |54, 45]] and item-based collabora-
tive filtering [[73, 36, [118]. We introduce them in detail in the fol-
lowing.

In collaborative filtering methods, the user-item rating matrix is
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usually constructed. Suppose that we have M users and N items,
then we can construct an M x N rating matrix. Each entry r,; in
the matrix denotes the rating given by a user v to an item 7, where
rui € {1,2, ..., "max }. If the user u does not rate the item ¢, we leave
it as blank or denote it as “?”. Table shows an example of the
user-item rating matrix, in which we have 5 users and 6 items with
T'max = O.

In user-based collaborative filtering methods, the prediction for a
missing rating value 7,; is calculated as the weighted average of the
ratings assigned by a set of similar users who rated the item before.
The weight is determined by the similarity between the user and the
user’s neighbor users. In memory-based collaborative filtering, Vec-
tor Space Similarity (VSS) [[17] and Pearson Correlation Coefficient
(PCC) [109] are often employed to calculate the similarity between
two users, which is calculated based on their co-rated items.

The similarity between two users u and a calculated by VSS is
defined as:

2. TujTa

Sim(u,a) = SN | @.1)
> Tij : > 7’2]'
jel@N I jel@NIa)

where item j belongs to the set where both user u and user a have
rated. [(u) is the set of items rated by user v and r,; is the rating
user u gave to item j. From the definition, we can observe that
Sim(u,a) € [0,1], and a larger value means user u and user a are
more similar.

However, one disadvantage of employing VSS to calculate the
similarity is that VSS does not consider the factor that different users
might have different rating styles. Some users are more generous
and tend to give high ratings, while some users might be more crit-
ical and tend to give low ratings. PCC can solve this rating bias
problem by adjusting ratings with users’ average rating. The simi-
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larity calculated by PCC is defined as:
>, (ryj—Tu) - (rej —Ta)

. ~ jEl N 1)
Sim(u,a) = — —
>, (ry—Tu)? > (rey —Tw)?
jel(u) N 1(a) j€l(u)N1(a)

(2.2)
where item j belongs to the set where both user u and user a have
rated, and 7, represents the average rating of user u. Now Sim(u, a) €
[—1, 1], and also a larger value means the two users v and a are more
similar.

After we obtain the similarity score between two users, we can
predict the unknown rating 7,,; by:

D Suj T

. JjeS(u)
Tui = : (2.3)
> Suj
J€S(u)

where S(u) is the set of user u’s similar users, and s, is the similar-
ity between user v and user j, which is calculated by VSS or PCC
discussed above.

In practice, we often consider the k£ most similar users of user u
instead of the whole similar user set S(u). One possible problem
with the method in Eq. is the same as VSS. Some users are
generous and give high ratings to items. On the other hand, some
users are critical and give low ratings to items. Thus, the users’
ratings are biased. In [17, [109], a simple solution is proposed to
solve this problem by adjusting ratings with their mean:

> Suj - (rji —T5)

. — , J€S(u)
Tui = Ty + )
> Suj
jeS(u)
where 7, denotes the average rating given by user .
Item-based collaborative filtering shares a very similar idea with
user-based collaborative filtering. In item-based collaborative filter-
ing, we calculate the missing rating value 7,; based on similar items

(2.4)
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instead of similar users. In many recommender systems, the number
of items 1s much less than the number of users, which makes the
item similarity more reliable than the user similarity. The prediction
for the missing value 7,; is calculated as:

D Sij - Tuj
A jeS(i)

., =
u? Z SZ] )

JES(i)

(2.5)

where S(7) stands for the set of item i’s similar items. Similarly, the
similarity between items ¢ and j calculated by PCC is as follows:

> (rwi —Ti) - (ruy —T)

uelU(i)NU(G)

> (rui—Ti)* > (ruy—Ty)?
uelU (i) U () uelU (i) NU()
(2.6)

where U () is the set of users who rated item ¢, and 7; is the average
rating score of item <.

Due to the simplicity of memory-based CF methods, they are
very popular and widely applied in commercial websites. However,
there are some drawbacks of memory-based CF methods. Firstly,
the similarity computed by PCC or VSS is not always accurate, es-
pecially when the data are very sparse. If a user only has a few rat-
ings, it is difficult to obtain reliable similarity between the user and
other users. Furthermore, the time and space complexity is relatively
high since these methods need to obtain all the user/item similarity
to compute predictions. Besides, these methods are based on heuris-
tics without any objective function to optimize [67], so there is no
global optimal in memory-based CF methods.

Sim(i, j) =

Model-based Collaborative Filtering

Different from memory-based collaborative filtering, model-based
collaborative filtering trains a predefined model by employing the
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observed user-item ratings. Then the predefined model is employed
to make further predictions [4 1} 113, /112,49,125,100]. These mod-
els often outperform memory-based models and have received great
success in many competitions such as Netflix competition [62] and
KDD Cup 2007 [66].

Model-based algorithms include the clustering model [58]], the
aspect models [48],49,126], the latent factor model [21], the Bayesian
hierarchical model [[147]] and matrix factorization models [[113, (112,
63, 61]. Recently, several low-dimensional matrix approximation
methods [14, 163, 108, 112, 113}, [128] have been proposed due to
their efficiency in dealing with large datasets. All of these methods
focus on fitting the observed user-item matrix using low-rank ap-
proximation. They assume that only a small number of factors affect
users’ preferences. Finally, predictions can be made by computing
the product of learned latent matrices.

Compared with memory-based collaborative filtering methods,
model-based collaborative filtering methods are less prone to the
data sparsity problem due to the low rank assumption. In memory-
based collaborative filtering, the user/item similarity is not reliable
when data are sparse, which makes the prediction inaccurate. More-
over, the model-based collaborative filtering methods are more ef-
ficient. The training time of model-based models is linear to the
number of observations in the user-item rating matrix. When mak-
ing predictions on unknown ratings, we just need to compute the
inner product of the corresponding user and item latent vectors in
constant time. However, in memory-based collaborative filtering,
the prediction part is usually very time consuming since we need to
compute all similarities between users or items.

In the following, we will discuss some of the most popular model-
based methods.
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Probabilistic Matrix Factorization

Probabilistic Matrix Factorization (PMF) [112] is one of the most
popular model-based collaborative filtering methods. Assuming that
we have an M x N partially observed user-item rating matrix R,
PMF tries to approximate this matrix 2 by the multiplication of two
low-rank matrices, i.e., R ~ UTV. Here U € RM*P and V €
RY*P are the latent user and item feature matrices respectively. D
is the rank and D < min(M, N). U; and V; are the low-rank user-
specific and item-specific latent feature vectors for user u; and item
v; respectively.

Then the conditional distribution over the observed ratings is de-
fined as:

M R

N
15
p(R|U,V,02):HH[N(Rij\UiTVj,aQ e
=1

where N (|1, 0?) is the probability density function of the Gaussian
distribution with mean 1 and variance 0. I g 1s an indicator function
whose value equals to 1 if user u; rated item v; and equals to 0
otherwise. We further place zero-mean spherical Gaussian priors on
the user and item latent feature vectors:

p(Ulod) = H/\/ U;|0,051), (2.8)
1=1
N

p(V]od) = H/\/(V]|O, o). (2.9)
j=1

Hence, through Bayesian inference, we have:
p(U VIR, 0%, 0f;, 0%) < p(RIU, V, o7)p(Ulot)p(V]et). (2.10)

The log of posterior distribution over the user and item features is
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given by:

Inp(U,V|R, 0%, 0%, 0%)
M N

1 M N 1 1
= 53 2 2 By — VIV = 5 ) Ui =55 ) Vi

i=1 j=1 U =1 31

M N
1
—3 ((ZZ[ﬁ) an'Q-I-MDan'(Q]—I-NDh’lO"Q/) +C,

i=1 j=1
2.11)

where C' is a constant that does not depend on the parameters. Maxi-
mizing the log-posterior over user and item features with fixed hyper-
parameters (i.e., the observation noise variance and prior variances)
1s equivalent to minimizing the sum-of-squared-errors objective func
tion with quadratic regularization terms:

Y 1%
= 5 2D LRy = UV UG+ SV, @12

i=1 j=1

where \y = 0?/a?, \y = ¢%/0?, and ||-||r denotes the Frobenius
norm.

A local minimum of the objective function in Eq. can be
found by performing gradient descent on U and V. The partial
derivatives of £ with respect to U and V' are:

oL
ou;, ZIR (U Vj = Rij)Vj + A Ui, (2.13)
- ZIR (U'V; = Rij)Ui + AoV, (2.14)

av;



CHAPTER 2. BACKGROUND STUDY 26

Then at each iteration, we can update the parameters as follows:

oL

Uz-(tJrl) = Ui(t)—ozﬂ, (215)
Ui

A /e oL (2.16)
oV

J

Here, « is the step size. Usually, the training process will converge
in a few hundred iterations. Note that, the time complexity at each
iteration is linear with respect to the number of observations in the
user-item rating matrix, which makes it possible to be scalable to
large-scale datasets. PMF can be viewed as a probabilistic extension
of the SVD model, since if all ratings have been observed, the ob-
jective in Eq. reduces to the SVD objective when the limit of
the prior variances goes to infinity.

After training the model, we obtain the parameters U and V. The
prediction for an unknown rating 7; is calculated as the inner prod-
uct of U; and V:

Fui = ULV (2.17)

Extensions of PMF

The simple linear-Gaussian model in the original PMF makes pre-
dictions outside of the range of valid rating values (e.g., 1-5 rat-
ings). A simple extension of the PMF model introduced above is
that the dot product between user- and item-specific feature vectors
is passed through the logistic function g(z) = 1/(1 + exp(—x)),
which bounds the range of predictions to [0, 1]. Now the objective
function becomes:
R

om0 v.o) = [T Werss@rvy.o] . s

=1 j=1

We map the ratings 1, ..., K to the interval [0, 1] using the function
t(r) = (x — 1)/(K — 1), so that the range of valid rating values
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matches the range of predictions made by PMF.

Bayesian Probabilistic Matrix Factorization (BPMF) [[113] is an-
other extension of PMF. In PMF, the hyper-parameters Ay and Ay
need to be carefully tuned otherwise it is prone to overfitting. BPMF
is a fully Bayesian treatment of the PMF model, in which model ca-
pacity is controlled automatically by integrating over all model pa-
rameters and hyper-parameters. In PMF, the priors of U and V' are
spherical Gaussian, while in BPMF, the Gaussian-Wishart priors are
placed on the user and item hyper-parameters. Since the model in
BPMF is intractable to solve, Markov Chain Monte Carlo is pro-
posed to estimate the parameters.

One Class Collaborative Filtering

As discussed in Chapter (1}, there are two data types in recommender
systems: explicit feedback data and implicit feedback data. PMF is
more suitable for explicit feedback data in practice. The techniques
designed for implicit feedback data are called one class collabora-
tive filtering (OCCF) [51, 196, [71,, 98, 93]].

In the method introduced in [31], a set of binary variables p,,; that
indicate the preference of user u to item ¢ are introduced. The p,;
values are derived by binarizing the r,; values:

1 r,; >0
Pui = { 0l (2.19)

In Eq. (2.19)), r,; is the frequency that user u purchased item ¢ (here
we use the purchase history data as the example). Here, if user u
bought item ¢ (r,; > 0) before, then we have an indication that user
u likes item ¢ (p,; = 1). On the other hand, if user » has never bought
item 7, we believe that there is no preference (p,; = 0). However,
different confidence levels should be considered according to the
value of r,;. If r,; 1s large, we may have higher confidence to say that
user u likes item 7. Otherwise, we might have lower confidence to
draw the conclusion. A set of variables c,; are introduced to measure
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the confidence in observing p,;. A plausible choice for c¢,; would be:

cui = 1+ ary, (2.20)

where « is used to control the rate increase.

Similar to PMF, we would like to learn two low rank matrices
(i.e., user-specific and item-specific latent feature matrices X &
R™f and Y € R™/) to ensure p,; ~ xfyz with the correspond-
ing confidence level c,;. Here m and n are the number of users
and items respectively, and f is the latent dimension. The objective
function is as follows:

L= culpu—xhy:) + A <Z|xu|2 + Zyi|2> . (2.21)

U,

The term A <Z Nz ll* + D0 vl 2) is the regularization term to avoid
U 1

overfitting.

Different from PMEF, the objective function in Eq. (2.21]) consid-
ers both observed and non-observed entries in the rating matrix. In
other words, we have m X n terms and it is impossible to use the
gradient descent method like in PMF to learn the parameters, since
usually m X n can easily reach a few billion in most datasets. Al-
ternative Least Square (ALS) method can be employed to solve this
problem.

By differentiation we can find the analytic expression for z,, that
minimizes the loss function in Eq. (2.21):

z, = (YIC"Y + M) 'Y Cp(u), (2.22)

where C'* is a diagonal n X n matrix with Cj{ = c¢,;, the vector
p(u) € R" contains all the preferences by u, and [ is the identity
matrix. Note that YTC"Y = YTY 4+ YT (C" — I)Y. Before loop-
ing through all users, we can precompute the matrix Y7Y in time
O(f?*n). For YT (C*—I)Y, notice that C* — I has only n, non-zero
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elements, where n,, 1s the number of items for which r,; > 0, i.e., the
number of items user u purchased before, and usually n,, < n. Sim-
ilarly, C"p(u) contains just n, non-zero elements. Thus, the time
complexity for computing z,, is O(f?n, + f3). After updating x,
for all m users, the total time complexity is O(f?N + f3m), where
N is the number of observations in the user-item matrix. Since f is
usually very small, we can see that the time complexity is still linear
to the number of observed entries in the user-item matrix.
Similarly, the analytic expression for y; is:

y; = (XTC'X + X)) XTCp(i), (2.23)

where C" is a diagonal m x m matrix with C?, = ¢,;, and the vector
p(i) € R™ contains all the preferences for item . The total time for
updating Y is O(f*N + f3n).

There are several alternative methods proposed in OCCEF. In [96],
instead of considering all the missing entries like the method intro-
duced above, the authors proposed three sampling schemes to sam-
ple negative user-item pairs from the missing entries. As a result, the
training process is faster than the above method. Pan et al. [95] pro-
posed a novel confidence weight scheme instead of using a heuristic
function like Eq. introduced above. The authors proposed to
use two low rank matrices to learn the confidence weight on negative
samples and forced the weight of observed entries to be 1.

Collaborative Filtering with Social Relationships

In PMF, one basic assumption is that users are independent and iden-
tically distributed, while it is not always true in the real world. In the
real world, we often seek advice from our friends when making de-
cisions. Social relationship plays an important role in recommender
systems and many social information is available in recommender
systems such as Douban, Epinion, etc. As a result, collaborative fil-
tering with social relationships has been extensively studied in the
past few years [84, 189, 188, 155, 10, 52].
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In [84], the authors argued that both the user’s personal prefer-
ence and the preferences of the user’s friends might affect the user’s
ratings to items. Suppose we have a directed social trust graph
G = (U,E), where the vertex set U denotes all the users in the
social trust network and the edge set £ denotes the trust relations
between users. Let S = {.5;;} denote the m x m matrix of G, which
is called the social trust matrix. For a pair of vertices, u; and u;, let
Si; € (0, 1] denotes the degree user ¢ trusts user j. A larger value of
S;; means that user ¢ trusts user j more. If there is no edge between
user ¢ and j, S;; is 0. Then the log of the posterior distribution over
the observed ratings is:

Inp(U,V|R, S, 02,0(2],0‘2,) =

1 m n
532 2 I Ry —g | aUlVi+ (1—0a) 3 SulllV
i=1 j=1 keT (i)

1 <« 1 —
—— N Uy, - — S Vv,
20[2] Z ! 20‘2/ ; 70

i:

1 m n
—3 ((ZZIZ{) 1na2—|—lenJ[2]—|—nDlna‘2,> + C,

i=1 j=1

(2.24)

where 7; is the set of friends that user u; trusts. The parameter «
controls how much users trust themselves or their trusted friends.

Ma et al. [89] proposed a different model that imposed regular-
1zation terms to user-specific latent feature vectors based on the as-
sumption that similar friends may have similar user latent feature
vectors. In their work, in terms of two different regularization terms,
they proposed two models: Average-based Regularization Model
and Individual Regularization Model.

The objective function of Average-based Regularization Model
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1S:
: 1 — . R T 2

Yo Sim(i, f) x Uy

) 2

> Sim(i, f) HF

feF*(i)

r 53|l

A1 Ao
+ 20l + 2V,
(2.25)

where « > 0, F (i) is the set of friends of user u;, and Sim(i, f)
denotes the similarity between user w; and his/her friend uy. In

the above function, Ma et al. imposed a social regularization term
HU Zfe]—‘Jr(z Sim(i, [) ><Uf
! ZfG}-Jr(z Szm

should be similar to the weighted average latent vector of his/her

friends.

In contrast to Average-based Regularization Model, Individual-
based Regularization Model imposes a different social regulariza-
tion term in the objective function, which constraints a user and the
user’s friends individually. The regularization term is:

52 > Sim(i, HIU = Uyl (2.26)

i=1 feF+(i)

|3 to require that user u;’s latent vector

where 3 > 0, and Sim(i, f) is the similarity between user w; and u .
The rest part of the objective function is the same in the two models.

2.2 Ranking-oriented Collaborative Filtering

In information retrieval field, the learning-to-rank (LTR) technique [80]]
has been well studied to address the importance of top-k ranking.
Top-k ranking is also important in recommender systems, since users
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are more interested in top-£ recommendation results. Most of ranking-
oriented collaborative filtering methods borrow the idea from the
LTR technique.

Liu et al. [80] classified LTR into three categories: point-wise,
pairwise and list-wise. Point-wise approaches predict ranking scores
for individual items, thus most of rating prediction models in col-
laborative filtering such as PMF can be regarded as point-wise ap-
proaches. A ranking list is created according to the predicted scores.
But most rating prediction models use Mean Average Error (MAE)
or Root Mean Square Error (RMSE) or as the metric, which makes
it difficult to interpret as a measure of ranking quality. In terms of
pairwise approaches, methods in 78,79, [104] used the same idea in
pairwise LTR to make predictions for every pair of user-item ratings
concerning their relative ordering in the final list. List-wise LTR
considered the difference between the reference list and the output
list. List-wise collaborative filtering method was explored in [1235]].

Some other methods in ranking-oriented collaborative filtering
are proposed to directly optimize the ranking metrics. CofiRank [[134]
proposed to directly optimize the ranking measure Normalized Dis-
counted Cumulative Gain (NDCG). In [124], the model directly max-
imized the Mean Reciprocal Rank (MRR). Shi et al. [123] proposed
a model that directly maximized Mean Average Precision (MAP)
with the aim of creating an optimally ranked list of items for indi-
vidual users under a given context.

In the following, we mainly review the pairwise method: Bayesian
Personalized Ranking (BPR) [104], which is closely related to this
thesis.

BPR is a method proposed to directly optimize for ranking in
terms of implicit feedback data. Let U be the set of all users and [
be the set of all items. The implicit feedback matrix is denoted as
S C U x I. The training set Dg C U x I x [ is defined as:

Ds={(u,i,lucUNieI NjeTI\I} (2.27)
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where [} is the set of items that user u purchased. The tuple (u, 7, j)
means that user u prefers item ¢ over item j. The assumption of
BPR is that if user u has purchased item %, we assume that user u
prefers item ¢ over all other non-observed items. Let >,C I X [ be a
personalized total ranking, then for a sample (u, i, j) € Dg, we have
1>y 7.
The Bayesian formulation of finding the correct personalized rank-

ing for all items is to maximize the following posterior probability:

p(6] >,) x p(>. [0)p(©), (2.28)

where O denotes the parameter vector. We further assume that all
users are independent and the ordering of each pair of items (3, j)
for a specific user is independent of the ordering of every other pair,
then we have:

[[ru1©)= I pG>aile). (2.29)

uel (uyi,j)€Dg

We define the individual probability that a user prefers item ¢ over
item 7 as:

where 2,;; = Z,; — Z,,; 1s the difference of estimated values between
(u,7) and (u, j). The value of Z,; can be estimated in many ways.
For example, z,; = UUT V; in matrix factorization. And o is the

sigmoid function:
1

o(x) = =t

Furthermore, by placing zero mean Gaussian prior on the param-
eter vector ©, we can formulate the maximum posterior estimator to

(2.31)
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derive the optimization criterion for BPR:

L = Inp(>,|0)p(O)
=In [] o(iu)p(©)

(u,i,j)€Dg
= Z In O'(i"m'j) + lnp(@)
(u,i,j)€Dg
= Z lna(imj) —)\GHGH%U
(u,i,j)€Dg

(2.32)

where \g is the regularization parameter.
To learn the parameters, stochastic gradient descent method can
be applied. The gradient with respect to the model parameter is:

oL 0 . 0 )
0 Z %IHU(%U) - )‘@%HGHF
(ui,5)€Dg
< ) SRR Tuij — Ao O
pa 1_'_6_:%“”_ 8@ uL] oY.
(u,,5)€Dg
(2.33)
Then for each tuple (u, i, j) € Dg, the update rule is:
0 Ota(— e (2.34)
1w goiii oY ) '

where « is the step size.

2.3 Point-of-interest Recommendation

With the rapid growth of mobile devices and Internet access, it is
easy to gather users’ locations in location-based services. Location-
based service (LBS) research became prevalent [82, [139, 140, [151]]
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due to a wide range of potential applications, e.g., personalized mar-
keting strategy analysis, personalized behavior study, context-aware
analysis, etc. In particular, POI recommendation as one of the im-
portant tasks has attracted much research interest in recent years [56),
S0, 152,149, 169].

There are mainly two lines of work to solve POI recommenda-
tion: one line of research focuses on the GPS dataset [152,149, (148,
69, 150, 24], while the other focuses on the LBSNs dataset [|142,
143, 29]. In general, the GPS dataset is usually in small-scale with
about one or two hundred users, but the data are very dense. The
user’s location is tracked by the system every few seconds, which
makes it possible to know the real-time movement of a certain user.
Contrarily, the LBSNs dataset is in large-scale with thousands of
users, but the data are very sparse [94, [120]. The users in LBSNs
voluntarily check in some POIs and the average check-in number of
an active user in LBSNs is less than 10.

In the following, we mainly review two methods in the GPS
dataset and one method in the LBSNs dataset.

2.3.1 Collaborative Location and Activity Recommendation

Zheng et al. [149] proposed a collaborative location and activity rec-
ommendation (CLAR) model to provide location and activity rec-
ommendation services for the Microsoft GeoLife Projectﬂ CLAR
was based on collective matrix factorization to propagate informa-
tion among two additional information sources and the sparse location-
activity matrix, so that the model can collaboratively predicted the
missing entries in the location-activity matrix for recommendations.
The CLAR model extracted three matrices: location-activity ma-
trix, location-feature matrix and activity-activity matrix. For the
location-activity matrix, the entry X;; is the count of activity j per-
formed at location . The count information is obtained from the

'http://research.microsoft.com/en-us/projects/geolife/
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user’s comments. For locations that don’t have comments, X;; is 0.
The location-feature matrix Y reflects the type of a POI. The entry
of matrix Y is :

’C.h"
q; qij > 0’

qij
l ..
j=1dij

Yij = X log (2.35)
where |g;| is the number of all the count vectors (i.e., number of loca-
tions), and |g; : ¢;; > 0] is the number of count vectors having non-
zero j-th type POIs. This way, we reasonably increase the weights
for those important types that are fewer but unique and decrease the
weight for those extensively distributed POIs. The activity-activity
matrix reflects the correlations between different activities. To get
this correlation information, the authors put each pair of activities a;
and a; together as a query and submitted it to Bing to get the web-
page hit counts. The entry of the activity-activity matrix Z is defined
as:

Zij:hij/h*,W:1,...,n;j:1,...,n, (236)

where /;; is the hit count for activity ¢ and activity j based on some
search engines. h* is the maximal hit counts among all the hits
counts for each pair of activities.

After obtaining the above three matrices, the objective function
is defined as:

1 A
LUV.W) = S|l o (X = UTV)llp+ Y = UTW]JE

Ao A3
+ SN2 =VIVIE+ZWUIE+ IVIE+ WIE),
(2.37)

where [ is an indicator matrix with its entry [;; = 0 if X;; is missing,
otherwise is 1. The operator “o” denotes the entry-wise product.

After having the complete location-activity matrix X, when a
user queries some locations, we can look up the rows of X and rank
the row’s value in a descending order and return a list of correspond-
ing activities for activity commendation.
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2.3.2 Community Location Model

Since the user-location matrix created based on the GPS dataset is
huge, the number of similar locations that need to be considered
in computing the recommendations can be numerous. As a result,
the identification of truly relevant locations from numerous candi-
dates is challenging. Leung et al. [69] proposed a memory-based
co-clustering method, Community Location Model (CLM) frame-
work, to address this. The main idea is that instead of considering
the user-location matrix only, we further consider the activity as well
and compute pairwise similarity based on the other two factors. For
example, when computing user similarity, we use the information of
locations that the user visited and activities that the user performed.

The instance of CLM is a user-activity-location tripartite graph
(i.e., CLM graph). The similarity can be computed as follows:

n LCS(a(k,ui)ﬂ(k,Uj))

: k=1 maz(Ja(k,u)[Ja(ku;)D Ly, - L,
simi, 1) = 0 LT
. LCS((LZ, Clj) Ua. : Ua.

79 Wyq - L e 1_ 7
simlaia;) = Gl a2 TOaloug &~

U, - Uy, A A

sim(ly,l;)) = ———a3+ ———7"—(1 — a3).

Gl = rE o T At e

(2.38)

Here LCS(-,-) is the longest common subsequence, a(k,u;) denotes
the activities performed by u; on day k. L, 1s a weight vector for the
set of neighbor location nodes of the user node u;. The weight of a
location neighbor node in L, is the weight of the link connecting u;
and the location in the CLM graph. Similarly, U, is a weight vector
for the set of neighbor user nodes of the location node /;. A, is a
weight vector for the set of neighbor activity nodes of the location
node [;.

Then Leung et al. proposed a Community-based Agglomerative-
Divisive Clustering (CADC) algorithm to iteratively cluster differ-
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ent types of entities (i.e., users, activities, locations) simultaneously
based on CLM.

Finally, assuming that the active user u, is visiting location [,
when he/she is performing activity a;, then from the cluster, we can
get the sub-cluster CADC(U,A,L). The locations in this sub-cluster
are the intersection of three sets: the set of locations similar to /., the
set of locations visited by users similar to u, and the set of locations
where activities similar to a; are performed. Then we recommend
the top-k locations to the user.

2.3.3 Collaborative Point-of-interest Recommendation with Ge-
ographical Influence

Both of the above two methods in the GPS dataset do not consider
the geographical influence when performing POI recommendation.
However, in LBSNs, due to the sparsity of the user-location matrix,
utilizing matrix factorization or memory-based CF alone will yield
poor performance. Ye et al. [143]] explored geographical influence
for POI recommendation in LBSNs. The authors proposed to use the
power-law distribution to model the geographical influence and then
further fused it with memory-based collaborative filtering methods.

The authors first calculated the pairwise distance between each
user’s check-ins and plotted the check-in probability as the function
of physical distance. Then they proposed to use the power-law dis-
tribution to model the check-in probability to the distance between
two POIs visited by the same user as follows:

y=axa’ (2.39)

where a and b are parameters of the power-law distribution, x is the
distance between two POIs visited by the same user, and y is the
probability of distance .

For a given user u; and his/her visited POI set L;, the probability
that u; has check-in activities at all locations in L; is defined by
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considering the pairwise distance of POIs in L;:

PriL)= ]  Prld(nl.)]. (2.40)
Imln€L; N m#n

where d(l,,,(,) denotes the distance between POIs [,,, and [,,, and
Prld(lyn,1,)] = a x d(ly,, 1,,)?, which follows the power-law distri-
bution.

Then for a new POI [;, user u; and his visited POI history set
L;, the probability for user u; to check in location /; is defined as
follows:

_ P UL
~ Pr[Lj]

Pr(Li] x I, er, Prid(l;, 1,)]
= [ Pridli;, 1,])-

lyGLi

(2.41)

To make POI recommendations, we can sort all the POIs in L — L;
according to their probabilities according to Eq. (2.41)) and return
the top-k POls.

At last, a linear fusion framework is proposed to integrate ranked
lists provided by geographical influence and two common methods,
the user-based method and the friend-based method, into the final
ranked list.

Let S; ; denote the check-in probability score of user u; at POI [,
i.e., a larger value of S; ; means u; will more likely check in at [;.
Let S}';, 57 ; and Sl-g’ ; denote the check-in probability scores of user
u; at POI [;, corresponding to the methods based on user preference,
social influence and geographical influence, respectively. Then the
final .S; ; is:

Sij =1 —a—p)S; +aS; + B/, (2.42)
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where the two weighting parameters v and (0 < a+ (3 < 1)
denote the relative importance of social influence and geographical
influence compared with user preference. Here o = 1 states that
S;.; depends completely on the prediction based on social influence;
S = 1 states that .S; ; depends completely on the prediction based on
geographical influence, while o = 8 = 0 states that .S; ; counts only
on user preference.

Next we estimate the check-in probability p;'; , p; ; and pg ; fora
user u; to visit a POl /; in order to obtain S}, , 57, and Sz j» Tespec-
tively.

The prediction of p;’; can be estimated based on the idea of user-
based collaborative filtering:

Z Wik - Ck.j

U Uk
e 243
Dij Swe (2.43)
Up
where w; ;, is the similarity between user ¢ and k, and ¢;,; = 1 if
user k visited j, otherwise c;,; = 0. Similarly, the prediction of
p; ; can be estimated based on the idea of friend-based collaborative

filtering:
>, Slik-cry

upEF;

s __
Pii = > SLy

upEF;

(2.44)

where Fj is the set of ;’s friends, and S} ; is the weight measuring
social influence from u; to u;.
Finally, p? ; can be estimated from Eq. (2.41):

pl; = Pri|L] = ] Prldl;. ). (2.45)
lyELi

After we get the check-in probability estimation, we obtain the
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corresponding scores as follows:

u

pz | . p
St = 2L where Z!' = max {p!'.
Wz d = )
S
S8 = Vi where 78 = max {p; .}
”J Zs Y er—L WY
g
59 = Pu here 79 = max {p? .}
bl Zf’ ! leL—Li bJ

(2.46)

Here Z!, Z¢ and Z] are normalization terms.

2.4 Context-aware Recommendation

Contextual information is proven to be useful in recommender sys-
tems. The recent work in KDDCup 2012 [102, 27] show the effec-
tiveness of utilizing context information for recommendations. In
terms of employing context information, Baltrunas et al. [9] pro-
posed a simple model that introduced a basis term for each con-
text feature or item context interacting feature. More complicate
methods like matrix factorization were also explored. Karatzoglou
et al. [57] proposed a Multiverse recommendation model by model-
ing the data as a user-item-context /N-dimension tensor. However,
the computation complexity of this model is very high, which makes
it impossible to be applied in large-scale datasets. Rendle et al. [[106]
proposed to apply the Factorization Machines (FM) model [101] to
overcome the problem in Multiverse recommendation. The authors
transformed the recommendation problem into a prediction problem
and FM modeled all interactions between pairs of features.

In the following, we review two context-aware recommendation
models: Multiverse recommendation model and Factorization Ma-
chines.
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2.4.1 Multiverse Recommendation Model

In Multiverse recommendation model [57]], besides user and item,
the contextual variable C' is considered as a new dimension. Then
the user-item rating matrix is extended to a user-item-context tensor
Y € Ymx¢ where n, m, ¢ are the number of users, items and con-
textual variables respectively. D € {0; 1} is a binary tensor,
where D, = 11if Y;j;; is observed. We denote U, as the entries of
the 2-th row of matrix U.

High Order Singular Value Decomposition (HOSVD) [59] is ap-
plied to decompose the user-item-context tensor. The 3-dimensional
tensor is factorized into three matrices (U € R ) € R™*du
and C' € R“*9) and one central tensor (S € R%*duxdc) Tn this
case, the prediction function for a single user ¢, item 7 and context k
combination becomes:

~

Yiik = S X Use X1 Mjs X ¢ Chs. (2.47)

Here X is a tensor-matrix multiplication operator, where the sub-
script shows the direction on the tensor on which to multiply the
matrix. For example, ' = Y xy U is Tijx = Y.+ YijxUi;. The
objective function for the model is defined as:

L=LY.,Y)+ QU M,C)+Q(S). (2.48)

Here, L(Y,Y) is the loss function:

- 1
LY,Y) = S

T > Dijil (Yigr, Yije). (2.49)
1,5,k

where [ : R x ) — R is a point-wise loss function. Q(U, M, C') +

Q)(S) is the regularization term that restricts the complexity of U,
M, C and S:

1
UM, C) = SA(IUNF+ IMIE+ICIE), (2.50)
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1
QS) = SAslISIIE- (2.51)

Stochastic gradient descent (SGD) can be applied to learn the param-
eters U, M, C' and S. However, assuming that the latent dimension
is k for all context features and there are total m context features, the
time complexity to compute the prediction in Eq. is O(k™),
which is not very efficient in practice.

2.4.2 Factorization Machines

The Factorization Machines (FM) model [101] is a general predictor
working with any real valued feature vector. FM models all interac-
tions between variables using factorized parameters, which allows it
to estimate interactions even in problems with huge sparsity. Since
context information can be encoded as the features into the feature
vector, FM can be applied in context-aware recommendation [106].

FM learns a rating prediction function y : R" — T" from a real
valued feature vector x € R" to a target domain 7" (e.g., ' = R
for regression or 7' = {+, —} for classification). For rating data
in recommender systems, 7' can be regarded as a subset of R. For
the implicit feedback data, the task can be regarded as classification.
All the observations are treated as the training samples denoted as
D = {(zM,yW), (2 y@), . . }. The model equation for a factor-
ization machine of degree d = 2 is defined as:

§(x) == wp + Z W;Ti + Z Z (Vi, vj)xiz;, (2.52)
i=1

i=1 j=i+1

where the model parameters that have to be estimated are: wy € R,
w € R"and V € R™*, (..} is the dot product of two vectors of

size k:
k

(Vi,v;) = vig-vjp. (2.53)
f=1
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A row v; within V describes the i-th variable, and k is the latent
dimension.

A 2-way FM (degree d = 2) captures all single and pairwise in-
teractions between variables: wj is the global bias, w; models the
strength of the ¢-th variable, and w; ; := (v;,v;) models the inter-
action between the ¢-th and j-th variable.

The rating prediction in Eq. can be computed in linear
time, which is an appealing property. The last term in Eq.
can be reformulated as:

D> v vy

1=1 j=1+1
n n n
1 1
= 5 E E <V¢,Vj>£L’iij — 5 E <VZ‘,VZ‘>ZCZ‘CI}Z'
=1 j=1 i=1

1 k n n n
— 5 Z ( (Z vi)fxi> <Z Uj’fZL’j) — UZf%’?)
f=1 i=1 j=1 i=1
k n 2 n
> ( () - 2out
f=1

1=1 1=1

N | —

(2.54)

We can see that the time complexity for the rating prediction func-
tion in Eq. is O(kn), which is in linear time.

Then similar to other matrix factorization methods, the final ob-
jective function for FM is:

N
arg(;nin Z Uy(xi),y) + Z A0, (2.55)
i=1 USS)

where NV is the number of total training samples and ) is the reg-
ularization parameter. In practice, [ can be the logit loss for binary
classification or the least square loss for regression.
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Note that, FM models all the pairwise interactions of context fea-
tures. In practice, not all of the features are useful. We need to find
out useful features from tens of contextual features, which will be
detailed in Chapter[5]

O End of chapter.



Chapter 3

A Unified Point-of-interest
Recommendation Framework in
Location-based Social Networks

In the past few years, Location-based social networks (LBSNs) be-
come popular as millions of users would like to share their social
friendship and their locations on them. Plenty of valuable informa-
tion 1s accumulated based on the check-in behaviors, which makes
it possible to learn users’ moving patterns as well as their prefer-
ences. In LBSNs, point-of-interest (POI) recommendation is one
of the most significant tasks since it can help targeted users explore
their surroundings as well as help third-party developers provide per-
sonalized services. Matrix factorization is a promising method for
this task since it can capture users’ preferences to locations and is
widely adopted in traditional recommender systems such as movie
recommendation. However, the sparsity of the check-in data makes
it difficult to capture users’ preferences accurately. Geographical in-
fluence can help alleviate this problem and have a large impact on
the final recommendation result. By studying users’ moving pat-
terns, we find that users tend to check in around several centers and
different users have different numbers of centers. Based on this, we
propose a Multi-center Gaussian Model (MGM) to capture this pat-
tern via modeling the probability of a user’s check-in on a location.

46
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Moreover, users are usually more interested in the top 20 or even top
10 recommended POlIs, which makes personalized ranking impor-
tant in this task. From previous work, directly optimizing for pair-
wise ranking like Bayesian Personalized Ranking (BPR) achieves
better performance in the top-k£ recommendation than directly us-
ing matrix matrix factorization that aims to minimize the point-wise
rating error. To consider users’ preferences, geographical influence
and personalized ranking, we propose a unified POI recommenda-
tion framework, which unifies all of them together. Specifically,
we first fuse MGM with matrix factorization methods and further
with BPR using two different approaches. We conduct experiments
on Gowalla and Foursquare datasets, which are two large-scale real
world LBSNs datasets publicly available online. The results on both
datasets show that our unified POI recommendation framework can
produce better performance.

3.1 Introduction

Recently, with the rapid development of mobile devices and ubiqui-
tous Internet access, location-based social services become preva-
lent. Online LBSNs such as Gowalla, Foursquare, etc., have at-
tracted millions of users to share their social friendship, experiences
and tips of POIs via check-in behaviors. These information pieces
embed abundant hints of users’ preferences on locations. The in-
formation not only can be utilized to help a specific user explore
new places of the city, but also can facilitate third-parties such as
advertisers to provide specific advertisements for the recommended
positions. Hence, POI recommendation becomes a significant task
in LBSNGs.

To solve the POI recommendation task in LBSNs, matrix fac-
torization is a promising tool since it is a widely adopted method
in traditional recommender systems such as movie recommenda-
tion [112]. We first construct the user-location matrix, whose entry
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1s the visiting frequency of a user to a location. Then we can obtain
the user’s preference on locations by performing matrix factoriza-
tion on the user-location matrix. However, the extreme sparsity of
the user-location matrix makes it difficult to capture the user’s pref-
erence accurately. In our crawled Gowalla dataset, for example, the
density of the user-location matrix is only 2.08 x 10~%.

Fortunately, due to the availability of geographical information
(i.e., latitude and longitude) of POIs, researchers can study users’
moving patterns and leverage this geographical influence to help im-
prove POI recommendation. In Ye et al. [143], geographical influ-
ence is considered by assuming a power-law distribution between
the check-in probability and the distance along the whole check-in
history. The parameters of the power-law distribution are learned
based on all users’ histories, thus they are not personalized. In this
chapter, we carefully study each user’s movement and find that users
tend to check in around several centers and different users have dif-
ferent number of centers. We refer to this as multi-center check-in
behavior. Based on this finding, we propose a Multi-center Gaussian
Model (MGM) to capture this movement pattern. For each user, we
will extract the centers based on his/her check-ins. Then for a new
location to the user, we define the probability based on the user’s
centers.

Moreover, in real mobile app recommendation scenarios, users
are usually more interested in the top 20 or even top 10 recom-
mended POIs, which makes personalized ranking important in this
task. Most of previous work on POI recommendation was mainly
based on matrix factorization that minimized the point-wise predic-
tion error for each entry in the user-location matrix. From previous
work [[104], directly optimizing for pairwise ranking like Bayesian
Personalized Ranking (BPR) produces better performance in the top-
k recommendation than directly using matrix factorization. To ad-
dress the top-k ranking as well as the geographical influence, we
propose two methods based on BPR, a state-of-the-art personalized
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ranking method, with different integration approaches.

To our best knowledge, this is the first piece of work to combine
the Multi-center Gaussian Model with matrix factorization and BPR
into a unified framework in LBSNs, which explores users’ prefer-
ences, geographical influence and personalized ranking in POI rec-
ommendation. Our contributions are threefold. First, we mine a
large-scale dataset crawled from Gowalla and extract the character-
1stics to find out the multi-center check-in behavior. Second, based
on the data properties, we model the probability of a user’s check-
in on a location as a Multi-center Gaussian Model (MGM). This is
different from the early POI recommendation work in LBSNs [[143]],
which assumed a power-law distribution of the check-in probabil-
ity with respect to the distance within the whole check-in history.
Third, we propose a unified POI recommendation framework to fuse
users’ preferences, geographical influence and personalized rank-
ing together. Our experimental results on two large-scale real-world
online LBSNs datasets show that the unified POI recommendation
framework presented in this chapter can achieve significantly better
performance than other state-of-the-art methods.

3.2 Related Work

The work in this chapter is closely related to POI recommendation
and ranking-oriented collaborative filtering (CF). In the following,
we briefly review the related work.

3.2.1 Point-of-interest Recommendation

Location-based service (LBS) research became prevalent due to a
wide range of potential applications, e.g., personalized marketing
strategy analysis [[139], personalized behavior study [82], POI rec-
ommendation [151]], etc. In particular, POI recommendation has at-
tracted much research interest in recent years [56, 50, 152, 149, 69]].
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In the following, we review several main approaches in collaborative
filtering community.

One line of research is to solve POI recommendation based on
the extracted stay points from GPS trajectory logs of several hun-
dred monitored users [[152, 149, (148, 169, 150, 24]. In [149], three
matrices, i.e., location-activity matrix, location-feature matrix and
activity-activity matrix, were constructed. Based on the three matri-
ces, a collective matrix factorization method was proposed to mine
POIs and activities. Zheng et al. [69] explored a tensor factoriza-
tion on the user-location-activity tensor to provide POI recommen-
dation. In [69], a memory-based method called Collaborative Loca-
tion Model (CLM) was proposed to incorporate activity to facilitate
the recommendation.

The other line of work centers on POI recommendation based on
the LBSNs data [[142, [143]. A pioneer task of POI recommendation
in LBSNs debuted in [142]. The work has been extended and further
studied in [143]]. More specifically, geographical influence is con-
sidered by assuming a power-law distribution between the check-in
probability and the distance along the whole check-in history [143]].
However, the paper ignored the user’s multi-center check-in behav-
ior. Moreover, the proposed method had to compute all pairwise
distances of the whole visiting history, which was very time consum-
ing. Temporal information has also been considered to improve POI
recommendation. In [39], temporal non-uniformness and temporal
consecutiveness were addressed to model temporal cyclic patterns
of check-ins. Geographical and temporal information were incor-
porated together in [145]. Apart from temporal information, content
information has been studied as well. Liu et al. [/6] employed an ag-
gregated LDA model to study the effect of POI related tags. In [40],
three types of content information are investigated and they were
modeled into a unified POI recommendation framework.
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3.2.2 Ranking-oriented Collaborative Filtering

Top-k recommendation has been studied in collaborative filtering in
the past few years. CofiRank [134]] was the first proposed ranking-
oriented CF approach, which introduced structured ranking loss into
the collaborative filtering framework. Bayesian personalized rank-
ing (BPR) [[104] was proposed as a state-of-the-art recommendation
algorithm for situations with binary relevance data. The optimiza-
tion criterion of BPR was essentially based on pairwise comparisons
between relevant and a sample of irrelevant items. Several methods
were explored to optimize directly the ranking metrics. In [124], the
CF model directly maximized the Mean Reciprocal Rank (MRR)
and [123] proposed a model that directly maximized Mean Average
Precision (MAP) with the aim of creating an optimally ranked list
of items for individual users under a given context. Learning to rank
techniques have also been applied in ranking-oriented CF. In [8], the
authors proposed to use user and item latent vectors as the feature
vector in a learning-to-rank framework. Volkovs et al. [133]] further
proposed an efficient method to extract a good feature vector, which
was used by the learning-to-rank framework later with only 17 pa-
rameters.

In summary, the GPS dataset is usually in small-scale with about
one or two hundred users, but the data are very dense. Contrar-
ily, the LBSNs dataset is in large-scale with thousands of users, but
the data are very sparse [94, 120]. To solve large-scale recommen-
dation problems, matrix factorization is a promising tool due to its
success 1n Netflix competition [14, |63]]. However the data sparsity
of LBSNs data makes the results of matrix factorization inaccurate.
Moreover, traditional matrix factorization approaches do not con-
sider the geographical influence, which has a great effect on POI
recommendation. Besides, the final purpose of POI applications is
to recommend a few top locations, where the ranking performance
is important in this task, while previous work does not emphasize
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personalized ranking in POI recommendation. In this chapter, we
propose a unified POI recommendation framework that incorporates
user preference, geographical influence as well as personalized rank-
ing together.

3.3 Check-in Data Characteristics

In this chapter, we conduct experiments on two publicly available
online LBSNs datasets: Gowalla and Foursquare. Gowalla is an LB-
SN website created in 2009 for users to check in to various locations
through mobile devices. We collect a complete snapshot, includ-
ing users’ profile, users’ check-in locations, check-in time stamps,
users’ friend lists and location details, from Gowalla during the pe-
riod from February 2009 to September 2011 via the provided pub-
lic API. To reduce noise in data, we remove users with less than
10 check-ins and locations with less than 20 visits. Foursquare is
another LBSNs website similar to Gowalla. We use the four month
Foursquare dataset which spans from May 2010 to August 2010 pro-
vided by [32]. Similarly, in order to remove noise, we require that
all users should have at least 10 check-ins. But we do not have the
social information in the provided Foursquare dataset. The basic
statistics of the datasets are summarized in Table 3.1l In the table,
we use tilde to denote the average count.
Details of the data are depicted in the following:

e The Gowalla dataset has 4,128,714 check-ins from 53,944 users
on 367,149 locations and totally 306,958 edges are in the whole
users’ social graph. The density of the user-location matrix in
the Gowalla dataset is about 2.08 x 10~*. Table 1s an 1l-
lustration of the user-location matrix. On the other hand, the
Foursquare dataset consists of 6,084 users, 37,976 locations
with 218,935 check-ins. The density of the Foursquare dataset
is about 9.48 x 10~%.
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Table 3.1: Basic statistics of the Gowalla and Foursquare dataset for POI recom-
mendation

#U #L #E #U #L
53,944 | 367,149 | 306,958 6,084 | 37,976
#U #L #L #U #L
51.33 7.54 11.38 35.98 5.76
#max. U | #max. L | #max. £ #max. U | #max. L
2,145 3,581 2,366 182 985

(a) Gowalla (b) Foursquare

Table 3.2: User-location check-in frequency matrix

Lo [ la| I3 |la|ls|ls lici-1 | g

Uy 2 0?21164| 21| 7? ? 1
Us 40 | 2 ? 21?211 ? ?
U 71 |1 ° 2 | 2
U|z,[| 2 ? 1 ? 10
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e The average number of visited locations of a user is 51.33 and
35.98 for the Gowalla and Foursquare dataset, respectively. The
average number of visiting users for a location is 7.54 in the
Gowalla dataset and 5.76 in the Foursquare dataset. The aver-
age number of friends of a user is 11.38 in the Gowalla dataset.

e In the Gowalla dataset, the maximum number of locations for a
user is 2,145; in the Foursquare dataset, the maximum number
is 182. The maximum number of visiting users for a location
is 3,081 for Gowalla and 985 for Foursquare. The maximum
number of friends of a user is 2,366.

In the following, we further study the location distribution, frequency
distribution and the social relationship among users’ check-ins. Since
Gowalla and Foursquare share similar characteristics, we only show

the results from Gowalla.

3.3.1 Location Distribution

Figure shows the longitude and latitude of a typical user’s
check-in locations, where the locations form four centers. The de-
tails of each center are further shown in Figure 3.1(b)H3.1(d). This
observation reaches our assumption differently from the power-law
distribution on users’ check-in histories in [143]. In addition, our
statistics are also a little different from the two states (“home” and
“office”) check-in behavior mentioned in [33]. After examining the
comments of locations, we find that other than the centers of “home”
and “office” (counting above half of a user’s check-ins), other cen-
ters count at least 10% of the check-ins. These centers may be a
user’s usual business travel places, e.g., an office of a branch of a
large company or vocation places, which provide abundant informa-
tion that needs to be differentiated. This means for each user, there
may exist several centers around which the user would like to con-
duct activities. Note that the POIs near these centers have a higher
chance to be checked in than the POIs which are far away. It reflects
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the fact that most of the time human beings hang out around several
familiar areas.

3.3.2 Frequency Distribution

Figure plots the Complementary Cumulative Distribution Func-
tion (CCDF) for each user’s check-in numbers at each location. It
is shown that about 74% of locations are only visited once and only
about 3% of locations are visited more than 10 times. This means
that users usually visit several important places, e.g., home, office
and some stores, with very high frequency, while most of other
places are seldom visited. Overall, these places are around several
centers. Figure further shows the CCDF function of top-k
frequently visited locations. The most visited location accounts for
about 18.8% of all users’ check-ins. The top 10 most visited lo-
cations account for 68% of all check-ins and the ratio increases to
80.5% for the top-20 most visited locations, following the Pareto
principle (a.k.a. 80-20 rule) [[116]].

3.3.3 Social Influence

In the dataset, we find that the average overlap of a user’s check-ins
to his/her friends’ check-ins is only 9.6%. This indicates that less
than 10% of a user’s check-ins are also visited by the user’s friends,
which is similar to the statistics reported in [33]]. Figure [3.2(d)|plots
the CCDF of the fraction of a user’s check-ins that are visited by
his/her friends. It is known that for about 38% of users, their check-
in locations are not checked in by their friends, while almost 90% of
users contain less than 20% of common check-ins with their friends.
The statistics are a little different from that in [33], but the overall
trend is similar. These observations imply that social relationship
has a limited effect on users’ check-ins, but it still cannot be ignored.



CHAPTER 3. A UNIFIED POI RECOMMENDATION FRAMEWORK 58

3.4 Unified Point-of-interest Recommendation Frame-
work

The problem of personalized POI recommendation is defined as fol-
lows: given a partially observed user-location check-in frequency
matrix (users in I/ and locations in £) and users’ social relation-
ship F, the task is to recommend top-£ locations to a user that the
user does not visit before. To solve this problem, we first propose
a personalized Multi-center Gaussian Model (MGM) to capture the
geographical influence on a user’s check-ins. Then we depict the
matrix factorization, consider the social information, and propose a
fused MF framework to include geographical influence. Finally, we
introduce the unified framework, which incorporates geographical
influence and matrix factorization to directly optimize the ranking
loss for POI recommendation.

3.4.1 Multi-center Gaussian Model MGM)

A significant characteristic of check-in locations is that they are usu-
ally located around several centers as shown in Figure The sec-
ond characteristic of check-in locations is that the probability of a
user visiting a location is inversely proportional to the distance from
its nearest center; see Figure [3.2(a)]

These two characteristics indicate that geographical information
plays a strong influence on the user’s check-in behavior. Based on
the statistics from Figure [3.1| and Figure we adopt Gaussian
distribution to model the user’s check-in behavior and propose the
Multi-center Gaussian Model (MGM). That is, the probability of a
user u, visiting a POI [, given the multi-center set C,,, is defined by:

f N(”MC 720 )
P(l|Cy) P(l € ¢,) T 3.1
| Z ¢ Zzec fa Zz‘eCu N(”:“Z’? Ei) G-

Here, [ denotes the longitude and latitude of a position, C), is the set
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of centers for the user u, and ¢ is one center in the set C,. For each
center, calculating Eq. (3.1)) consists of the multiplication of three
terms:

e P(l € ¢,) o 1/dist(l,c,) determines the probability of the
location [ which belongs to the center c,, which is inversely
proportional to the distance between the location [ and the cen-
ter c,.

e The second term denotes the normalized effect of check-in fre-
quency f.,, on the center ¢,. The parameter o € (0, 1] is intro-
duced to maintain the frequency aversion property, where very
high check-in frequency does not play too significant effect.

e The third term denotes the normalized probability of a location
belonging to the center ¢, where N (1|, , 2, ) is the probabil-
ity density function of the Gaussian distribution, and ., and
>, correspond to the mean and covariance matrices of regions
around the center c,.

Next we introduce how to find the centers for each individual
user. We propose a greedy clustering algorithm among the check-ins
due to the Pareto principle [116], which is very efficient. The com-
putational complexity is linear to the number of observations in the
user-location matrix. This property can be observed from Figure[3.]]
and Figure There are several more advanced techniques to
calculate data similarity, which can be referred to [141]. But most
of them are not efficient for large-scale datasets.

In our greedy algorithm, we first scan from the most visited POIs
and combine all other visited check-in locations, whose distance is
less than d kilometers from the selected POI, into a region. If the
ratio of the total check-in number of this region to the user’s total
check-in amount is greater than a threshold #, we set these check-in
positions as a region and determine its center. Algorithm [I| shows
the procedure of discovering multiple centers. In our experiments,
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Algorithm 1 Multi-center Discovering Algorithm
1: for all user i in the user set I/ do
2:  Rank all check-in locations in |£| according to visiting frequency

3: Vi, € L,setl,.center = —1;
4. Center_list = (); center_no = 0;
5: fori=1—|L|do
6: if [;.center == —1 then
7: center_no++; Center = (); Center.total_freq = 0;
8: Center.add(l;); Center.total freq += [;.freq;
9: forj=i+1— |L|do
10: if [j.center == —1 and dist(l;,1;) < d then
11: l;.center = center_no; Center.add(/;);
12: Center.total_freq += [, .freq;
13: end if
14: end for
15: if Center.total_freq > |u;|.total_freq * ¢ then
16: Center_list.add(Center);
17: end if
18: end if
19: end for
20:  RETURN Center_list for user ;
21: end for

by trial on the training dataset, we set 6 to 0.02, the the distance
threshold d to 15 and the frequency control parameter o to 0.2.

3.4.2 Matrix Factorization

Matrix Factorization (MF) is one of the most popular methods for
recommender systems [112, 113} [14, |63]]. It has been shown to be
particularly effective in recommender systems as well as in the well-
known Netflix prize competitions. Given the partially observed en-
tries in a || x |L| frequency matrix F, the goal of MF is to find two
low-rank matrices U € RE*Ul and I € RE*I4l such that F ~ UTL.
The predicted probability of a user u who is likely to visit a location

[ 1s determined by
P(F,) < Ul'L,. (3.2)
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Probabilistic Matrix Factorization (PMF)

PMF is one of the most famous MF models in collaborative filtering,
which is proposed in [[112]. It assumes that the conditional distribu-
tion over the observed rating is:

Ul |£]

p(FIU, L, oh) = [T TIN (R U L o)), 33)

i=1 j=1

where N (x|, 0?) is the probability density function of the Gaussian
distribution with mean p and variance o> I 7t is the indicator func-
tion that equals to 1 if user u; has visited locatlon [; and equals to 0
otherwise. The zero-mean spherical Gaussian priors are also placed
on user and location latent feature vectors:
| L]
p(Uley) = [[N (U0, 03 X), p(Lloy) = [[N(L;10, 03 1).
1=1 j=1
(3.4)
Through Bayesian inference, we have the following objective func-
tion:
\U | I£]
min - ZZ —UFL)* + M| U|% + X L% (3.5)

lel

where || - || » denotes the Frobenius norm. In practice, we can use the
sigmoid function g(x) = 1/(1 4 exp(—=x)) to convert the rating into
(0,1). Now the objective functions becomes:

il 1Ll
mind > Li(9(Fy) = 9(UTL;)* + MIUE + sl LI (3.6)

=1 j5=1

Note: The observed frequency data are all positive, which makes
the data biased. Consequently, it is a standard one-class collabora-
tive filtering problem [96, 95, 51]. We sample the same number of
unobserved data from the rest matrix and deem their frequency as 0.
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PMF with Social Regularization (PMFSR)

In both real world and online world, we usually turn to our friends
for suggestions. This gives us a hint that social information can be
beneficial to recommender systems. It has been shown to be useful
in recommender systems [88, 154, 90, 89]. The main idea is that
users and their friends are assumed to have similar taste in some de-
gree according to their similarity. We adopt the PMF with Social
Regularization (PMFSR) [89], where the Individual-based Regular-
ization Model proposed to impose constraints between one user and
his/her friends individually. The objective function is defined as fol-
lows:

Ul 1L
minQU,L) = Y Lij(9(Fy) = g(UT Ly))?
=1 j=1
]
+ BY > Sim(i, Ui — Uyllz
i=1 feF(i)
+ MNUF + X2l L[, (3.7)

where F (i) is the set of friends for user u;, and Sim(i, f) is the
similarity between user u; and his/her friend u;. The similarity be-
tween a user and the user’s friends can be computed by measuring
the check-ins of them. There are two very popular methods we can
borrow from the literature namely Vector Space Similarity (VSS)
and Pearson Correlation Coefficient (PCC) [17].

VSS can be used to define the similarity between a user ¢ and
his/her friend f based on their common check-ins:

Z]EI() ()F”'Ffj
\/de] NI(f \/Z]EI NI(f F2

where j is the location where user ¢ and his/her friend f both checked
in. A larger value of VSS means that the two users are more com-
mon.

Sim(i, f . (38
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The drawback of VSS calculation is that it does not consider the
different check-in styles of different users. Some users could be
much more active and produce lots of check-ins. Hence PCC is
proposed to solve this problem by adjusting check-in frequency with
users’ mean check-in frequency:

Zjel(z‘)m(f)(Fi' - E) ' (Ffj - Ff)

f) = = —,

\/Zje[(i)ﬂ](f)(Fij - Fi)2 ' \/Zje[(i)ﬂ](f)(Ffj - Ff)2

(3.9)

where F; denotes the average check-in frequency of user i. We can

see that since the PCC value is ranged from [—1, 1], we can use a

mapping function f(z) = (x + 1)/2 to map the value to [0, 1]. In
this chapter, we use PCC to calculate the user similarity.

Sim(i,

Probabilistic Factor Models (PFM)

The PMF model makes assumption on the Gaussian distribution,
which may not be appropriate when applied to the frequency data.
This is demonstrated in our later experiment results. Since the check-
in data in LBSNs are naturally frequency, we turn to Probabilistic
Factor Models (PFM) [28, 86]], which can model the frequency data
directly.

PFM places Gamma distributions as priors on the latent matri-
ces U and L, while it defines a Poisson distribution on the fre-
quency. Gamma distribution is suitable for modeling nonnegative
values, while Gaussian distribution can model both negative and
non-negative values. If we use Gaussian distribution, the model will
generate negative frequency values, which is unreasonable in the
real world.

The generative process of the check-in frequecy f;; is as follows:

1. Vk, Generate u;;, ~ Gamma(ay, 5y).

2. Vk, Generate [, ~ Gamma(ayg, f).
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3. Generate the check-in frequency f;; ~ Possion(y;;), where
Yij = Zf:l Wikl jk-
Since the latent vectors of U and L follow the Gamma distribu-
tion, we have:

o "exp — Uk/ﬁk
U = ik : 3.10
p(Ulex, B) HH e G0
L] K vk 1
exp vjk/ﬁk
L — Uik 3.11
p(Llex, B) H,ﬂ ey G

where a = {ay,...,ax} > 0 and B = {f,..., Bk} > Ok are
parameters for Gamma distributions. /K is the latent dimension, and
['(-) is the Gamma function. The Poisson distribution of F' given Y’
can then be defined as:

Ul 1L fi

p(FY) =111 Yy’ xP—y) (3.12)

|
i=1 j=1 f”'

Since Y = UTL, the posterior distribution of U and L given F'
can be modeled as:

p(U, L|IF, a, B) < p(F|Y)p(Ulex, B)p(L|ex, B). (3.13)

Taking the log of posterior distribution, which leads to seeking U
and L by minimizing (U, L; F'):

Ul K
>:Z Z((ak - 1) ln(Uék/ﬁk) — Uzk/ﬁk;)
Ll K
+ Z Z((O‘k — 1) In(Lj/Br) — Ljr/Br)
| |L]

+ 3N (Fym(UTL); — (UTL)y) + ¢, (3.14)

where c is a constant term derived from the posterior distribution.
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3.4.3 A Fusion Framework with User Preference and Geograph-
ical Influence

We can observe that either PMF, PMFSR or PFM only models users’
preferences on locations. They do not explore the geographical in-
fluence. As observed from Figure users tend to check in
locations around their centers. It can be very helpful for POI rec-
ommendation, especially when we have very few check-ins, where
matrix factorization does not perform very well. Hence, we fuse
users’ preferences on a POI and the probability from MGM together
to determine the probability of a user u visiting a location [, which
1s defined as follows:

where P(I|C,) is calculated by Eq. via MGM and P(F,;) en-
codes users’ preferences on a location determined by Eq. (3.2). Af-
ter we get the final predicted value P,;, we can obtain a ranked list
of recommended POIs for user u. Finally, we recommend the top &
locations to the user.

3.4.4 A Final Fusion Framework

Since our final goal is to recommend a ranking POI list to users,
directly optimizing the ranking loss is desirable. Bayesian Person-
alized Ranking (BPR) [104] is a state-of-the-art method that tries
to minimize the pairwise ranking loss over user rated items and un-
rated items. On the other hand, geographical influence has a great
effect on POI recommendation; therefore, we propose two methods
to incorporate MGM with BPR, which combine pairwise ranking
with geographical effect together. In the following we describe BPR
model first, then we detail the two combined location ranking meth-
ods.
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Bayesian Personalized Ranking (BPR)

In LBSNGs, all the check-ins are implicit feedback data, which means
we only observe the positive data. The unobserved data, i.e., the
missing user-location pairs, are a mixture of real negative feedback
(the user is not interested in visiting the location) and missing values
(the user might want to check in the location but has not visited
there).

In BPR, the task is to derive a personalized ranking >, over loca-
tions for each user u. The basic assumption is that if user u checks
in location ¢ while not checking in location j, we say the user prefers
location ¢ over location j, denoted as 7 >, 5. We assume that there
is an estimator 2 : U X L — R, which is used to define the ranking:

1>, ] & Tyi > QAJUJ‘. (3.16)
The estimator 7 is usually calculated through matrix factorization:
Tui = Ul'L;. (3.17)

The Bayesian formulation of finding the correct personalized rank-
ing for all locations in £ is to maximize the following posterior prob-
ability:
p(O] >u) < p(>u [©)p(0), (3.18)

where O represents the parameters.

We further assume that all users are independent and the ordering
of each location pairs (i, 7) for a specific user is also independent.
Thus, the likelihood function for all users can be defined as:

[[rul©) = ] »pli>uile), (3.19)
uelU (uyi,5)€S

where S = {(u,4,j)|lu € U,i € LI Nje L\ L}, and L] is the
set of locations visited by user u.

The individual probability of user u preferring location : to loca-
tion j is defined as:
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where ¢ is the logistic sigmoid function o(x) = 1/(1 + exp(—x)),
and
Bt = Gui — . (3.21)

We further place a Gaussian prior over the parameters:

p(0) ~ N(0,0%I). (3.22)
We use maximum a posterior (MAP) to estimate the parameters:
arg max In H p(>u [©)p(©). (3.23)
ueld

Substituting Eq. (3.20) and Eq. (3.21) into Eq. (3.23), we have the
final objective function:

argmax > In(o(&; — du;)) — del|O. (3.24)

Stochastic gradient descent (SGD) can be applied to learn the
model parameters ©. We denote F as the objective function in
Eq. (3.24). The gradient of F with respect to the model parame-
ters is:

OF o . ... %)
90 = Z %ln(l’ui - xUj) - )‘G)%H@W (3.25)
(u,i,j)€S
A d A
Y (1= o(&uy)) - 56 (Bui = Tuj) = e®  (326)
(u,i,5)€S
= Y (o) (UL~ UJL) ~ X!
(uyi,j)€S
(3.27)
Here © = {U, L}. Note that
aaU (Ur'L, —UlL)) = L; - L;, (3.28)
;L.(UELZ-—UELJ-) = U, (3.29)
0 —(Ul'L, -Ul'L) = ~U,. (3.30)

OL;
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Algorithm 2 Learning Algorithm for BPRLR2

1: draw U,L from N (0, 0?)

2: repeat

3:  draw (u,1,j) uniformly from S’
Calculate 0 (Zy;;)
Update U, L;, L; according to:
Uy=U,+a((1 —0(Zuj) - (Li = L;) — AoU,)
Li=Li+a((1=0(ZTuj) - (Us) — AelLi)

8 Li=Li+a((l—o0(Zu;)- (U, —reL;)
9: until convergence
10: return U,L

A

For each triple (u, 7, j) we draw from .S, the update rule is:

O+ 60+« ((1 — O'(ZIAZ’WJ)) . %(i’m — QA’JW) — )\@@) , (331)

where « is the step size.

Ranking in POI Recommendation

We propose two methods to incorporate Bayesian Personalized
Ranking with geographical influence. The first method is the same
as the fuse framework in Section [3.4.3] The final probability that
user w visits a location [ is consequently defined as

Py = 2y - P(1|C,), (3.32)

where 7,; 1s estimated from BPR. We refer to this method as BPR
Location Recommendation 1 (BPRLR1).

In the second method we borrow the idea from [30]. Instead of
maximizing the difference between visited locations and all unvis-
ited locations, we focus on maximizing the difference between vis-
ited locations and unvisited locations that are near users’ centers.
This idea is very intuitive, since users tend to check in locations
near their activity centers, we do not consider the far away locations,
which may introduce noise otherwise.
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We denote N, as the set of locations in the nearby activity area
for user u. We define N, = {l|P(l|C,) > 0}, which requires that
location [ has a chance to be checked in by the MGM model. Then
we define the trained pairwise location set S" = {(u, 1, j)|u € U,1 €
LT ANje N, \ LS} Now the objective function is:

arg max D In(o(du — ;) — XellO* (3.33)

After we get the learned parameters, we employ the estimator Z,;
to obtain the ranking list. We refer to this method as BPR Location
Recommendation 2 (BPRLR?2). The learning algorithm is shown in
Algorithm [2]

3.4.5 Complexity Analysis

The computation cost consists of the calculation of matrix factoriza-
tion models and calculating the probability of a user visiting a POI.
The training time for the matrix factorization models scales linearly
with respect to the number of observations [112, 89]]. For the prob-
ability computation, the cost is to calculate the centers. This also
scales linearly with respect to the number of observations. Hence,
the proposed fused framework in Section [3.4.3|is linear with respect
to the number of observations. We use SGD to learn parameters in
BPRLR1 and BPRLR2. In each iteration, we update the parameters
Uy, L; and L;. The cost of the iteration is O(K'), where K is the
latent dimension and is usually very small. In practice, the conver-
gence iteration number is a few times of the observations. So both
BPRLR1 and BPRLR?2 are efficient and can scale up to very large-
scale datasets.

3.5 Experiments

The experiments address the following three questions:
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1. How do our approaches compare with the baseline and the
state-of-the-art algorithms?

2. How do the geographical influence and ranking loss affect the
performance?

3. What is the performance on users with different check-in fre-
quency? This is a scenario for cold-start users whose check-ins
are few.

3.5.1 Setup and Metrics

The experimental data include user-location check-in records, users’
friendship list and geographical information (longitude and latitude
of check-in locations). We split the crawled Gowalla dataset and
Foursquare dataset into two non-overlapping sets: a training set and
a test set, where the proportion of training data and test data is 70%
and 80%), respectively. Here, 70%, for example, means we randomly
select 70% of the observed data for each user as the training data to
predict the remaining 30% data. The random selection was carried
out 5 times independently and we report the average result. The
hyper-parameters are tuned by cross validation. For all experiments,
we set the regularization term A to 0.1 and the step size « to 0.2.

POI recommendation is to recommend the top-/V highest ranked
positions to a targeted user based on a ranking score from a recom-
mendation algorithm. To evaluate the model performance, we are
interested in finding out how many locations in the test set are re-
covered in the returned POI recommendation. Hence, we use the
Precision@ N and Recall@ N as the metrics to evaluate the returned
ranking list against the check-in locations where users actually visit.
These two metrics are standard metrics to measure the performance
of POI recommendation [143]. Precision@/N defines the ratio of
recovered POIs to the NV recommended POIs, while Recall@ N de-
fines the ratio of recovered POIs to the size of the test set. In the
experiments, [V is set to 5 and 10, respectively.
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Figure 3.3: Distribution of user groups

3.5.2 Comparison
In the experiments, the compared approaches include:

1. Multi-center Gaussian Model (MGM): this method recom-
mends a position based on the probability calculated by Eq. (3.1).

2. PMF: this is a well-known method in matrix factorization [[112].
We describe the details in Section [3.4.2] Its objective function
is shown in Eq. (3.6).

3. PMF with Social Regularization (PMFSR): this method is
proposed to include the social friendship under the PMF frame-

work [89], which is introduced in Section [3.4.2 Its objective
function is shown in Eq. (3.7)).

4. Probabilistic Factor Models (PFM): this method is a promis-
ing method to model frequency data [86]]. Its objective function
is shown in Eq. (3.14) and the details are in Section [3.4.2]

5. FMF with MGM (FMFMGM): this is the Fused Matrix Fac-
torization framework with the Multi-center Gaussian Model
(FMFMGM). The user’s preference on locations is calculated
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by the PFM model. Here, we select PFM because PFM can
model the frequency data better than PMF.

6. BPR: this method is a ranking-oriented method for implicit
data [104]]. We introduced the details in Section 3.4.4]

7. BRPLR1: this method is the first scheme we proposed to in-
corporate BPR and geographical influence.

8. BPRLR2: this method is the second scheme we proposed to
incorporate BPR and geographical influence.

Tables [3.3}{3.6| report the average of five-run results on the top 5
and top 10 recommendation by the competing models using 20 and
30 as the number of latent feature dimensions, respectively. The
results show that:

e FMFMGM outperforms PMF, PMFSR and PFM significantly
in all metrics. For example, in Gowalla, FMFMGM attains
0.0643 in terms of P@5 when the latent dimension is 20 and
70% of data are used for training, while PFM, the best cur-
rent model without considering location information, achieves
0.0173 for the counter part. This implies that geographical in-
fluence plays a significant role in POI recommendation. By uti-
lizing the geographical influence, we can provide much more
accurate POI recommendations to targeted users.

e FMFMGM achieves significantly better performance than MGM
in both Gowalla and Foursquare datasets. That is, for the case
of the latent dimension being 30 and 80% of data for training,
the performance increases from 0.0141 for MGM to 0.0218 for
FMFMGM. This verifies that the probability of a user visiting
a POI is controlled by both the user’s personal preference and
the personal check-in location constraints. By utilizing users’
personalized tastes captured by MF models, we can attain more
accurate predictions.
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e PMFSR attains a little better results than those of PMFE. This
shows that social influence is not so important in POI recom-
mendation and it also coincides the fact that friends share very
low, only 9.6%, common POls.

e BPR almost achieves comparable performance with FMFMGM,
which verifies our assumption that ranking loss affects the fi-
nal recommendation. An interesting result is that in Gowalla,
BPRLRI1 performs the best, while in Foursquare, BPRLR?2 per-
forms the best. The reason might be that the data in our Gowalla
dataset are sparser than the Foursquare dataset. Note when we
use the second scheme, i.e., focusing on nearby POls, it may
not work well on Gowalla. Since the Gowalla data are sparser
we may not have enough samples to learn the parameters prop-
erly.

3.5.3 Performance on Different Users

One challenge of the POI recommendation is that it is difficult to
recommend POIs to those users who have very few check-ins. In or-
der to compare our methods with the other methods thoroughly, we
first group all the users based on the frequency of observed check-ins
in the training set. Then we evaluate the model performances within
different user groups. Here, users are grouped into 6 types: “1-107,
“10-207, “20-30”, “30-607,60-150" and “>150" for Gowalla; “1-
57, “5-107, “10-157, “15-207,20-25” and “>25" for Foursquare.
The number denotes the frequency range of users’ check-ins in the
training data.

Figure[3.3|summarizes the distribution on different ranges of users’
check-in frequency in 70% of the training data. From Figure we
observe that when users’ check-in frequency is small, MGM outper-
forms PMF, PMFSR and PFM. But when users’ check-in frequency
becomes larger, PMF, PMFSR and PFM performs better than MGM.
It is reasonable since when users’ check-in frequency is small, espe-
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cially for cold-start users, it is difficult to learn users’ preferences.
Thus, geographical information plays more influence on the pre-
diction. When more check-in information is available, both users’
preferences and geographical influence can be learned more accu-
rately, but users’ preferences dominate the geographical influence.
When taking the ranking loss into account, we achieve the best per-
formance, especially when the dataset is denser, both BPRLR1 and
BPRLR?2 consistently outperform other competing methods.

3.6 Conclusion

In this chapter, we have investigated the characteristics of the large-
scale check-in data from two popular LBSNs websites, Gowalla and
Foursquare. Based on the extracted properties of the data, we pro-
posed a novel Multi-center Gaussian Model to model the geographi-
cal influence of users’ check-in behavior. We then considered users’
social information and propose a fused matrix factorization method
to include the geographical influence of users’ check-in locations.
Furthermore, we proposed to incorporate ranking-oriented CF with
all the information together into a unified framework. Results from
extensive experiments showed that our proposed methods outper-
formed other state-of-the-art approaches significantly.

There are several directions worthy of consideration for future
study: 1) how to model extremely sparse frequency data, e.g., by
designing more subtle sampling techniques, to improve MF meth-
ods; 2) how to include other information, e.g., location category and
activity, into our fused framework; 3) how to incorporate temporal
effect on POI recommendation to capture the change of users’ pref-
erences. We will continue to explore these future directions.

O End of chapter.



Chapter 4

Successive Point-of-interest
Recommendation in Location-based
Social Networks

In the past few years, millions of users are getting used to check
in point-of-interests (POIs) on Location-based social networks (LB-
SNs). POI recommendation is one of the most important services
in LBSNs, as it can help provide better user experience as well as
enable third-party services, e.g., launching advertisements. Sev-
eral methods have been proposed in the research community for
the POI recommendation service. However, most of the previous
efforts mainly consider the “check-ins” as a whole, ignoring their
temporal relation or sequential effect. They can only recommend
POIs globally but cannot know where a user would like to go in the
near future. In this chapter, we consider the task of successive POI
recommendation in LBSNs, which is a much harder task than the
standard POI recommendation . To solve this task, we develop two
matrix factorization models called Factorized Personalized Markov
Chain with Localized Region (FPMC-LR) and Factorized Personal-
1zed Markov Chain with Latent Topic Transition (FPMC-LLT) based
on two prominent properties observed in the check-in sequence: per-
sonalized Markov chain and region localization. Both FPMC-LR
and FPMC-LTT embed the personalized Markov chain and the re-

80
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gion localization. They not only exploit the personalized Markov
chain in the check-in sequence, but also take into account the user’s
movement constraint, i.e., moving around a localized region. More
importantly, by utilizing the information of localized regions, we not
only reduce the computation cost, but also discard the noisy informa-
tion to boost recommendations. However, the personalized Markov
chain in FPMC-LR is built on the location-wise level. The number
of observations on location-wise transitions is very small in LBSNs,
which makes it difficult to learn the latent location transition vector
well. We observe that there are high transition probabilities between
topics such as the transition from “Shopping” to “Food”. FPMC-
LTT models the latent topic transition probability, which can avoid
the sparsity problem in FPMC-LR. Results on two real-world LB-
SN datasets demonstrate the merits of our proposed FPMC-LR and
FPMC-LTT model.

4.1 Introduction

The check-in behavior becomes a new life-style for millions of users
who share their locations, tips and experiences about POIs with
their friends in location-based social networks (LBSNs). The on-
line check-ins embed abundant information of users’ physical move-
ments in daily life, users’ connections to others as well as their
preferences on the POIs. Among various services in LBSNs, POI
recommendation 1s especially important as it allows users to know
new POIs and explore their locations while facilitating advertisers to
launch advertisements to targeted users.

Recently, POI recommendation in LBSNs has attracted much at-
tention in both the research and industry communities [[143, [117].
Collaborative filtering (CF) 1s a mainstream technique to solve this
task. Both memory-based and model-based CF methods have been
proposed and investigated to learn users’ preferences on the POIs
from the user-location check-in data [29, (143, [72]. However, pre-
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Figure 4.1: An example of three users’ check-in sequences

viously proposed methods consider all check-ins as a whole while
overlook the temporal relation. Temporal effects have been explored
to improve POI recommendation performance in [39, [145], but the
task is still to provide POI recommendation based on the overall
history, not providing successive POI recommendation based on the
previous state. The statistics in Figure {#.2] show that apart from a
few routinely visiting POIs such as office and home, most POIs are
visited less than 10 times, which accounts for 90% of total visited
POIs. It indicates that most POIs are visited occasionally and they
are related to the user’s current location. Hence, POI recommen-
dation is very time-critical. A good POI recommendation service
should be able to provide good recommendations promptly based
on the user’s current status.

Hence, in this chapter, different from previous work, we consider
the task of successive POI recommendation in LBSNs. This task
is much harder than the standard POI recommendation because it
recommends locations that a user does not visit frequently or has
not visited before, but may like to visit at the successive time stamp
based on the current status. This task is more significant since it
can provide various personalized favorite services in LBSNs. For
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Figure 4.2: Check-ins probability vs. counts

example, it may tell a user where to have fun after dinner or suggest
the discount information of some products in nearby shops when the
user is shopping. Although this task is very difficult, we believe that
the collaborative information shared in users’ check-in histories can
be further utilized to boost the recommendation. Figure 4.1| gives an
intuitive example of this. User 3 visited a cinema and then a bar after
work. It may also be good to suggest user 1 to go there after the din-
ner. The significance of successive POI recommendation in LBSNs
and the promising benefit of utilizing the collaborative information
trigger our in-depth study in the check-in data.

There are two main properties, i.e., personalized Markov chain
and localized region constraint, in the LBSNs datasets, see Sec-
tion for more details. Based on these two observations, we pro-
pose two matrix factorization models called FPMC-LR and FPMC-
LLT. FPMC-LR and FPMC-LTT include the information of the per-
sonalized Markov chain and the localized region constraint. Al-
though our models borrow the idea of Factoring Personalized Markov
Chain (FPMC) for solving the task of next-basket recommenda-
tion [105], we emphasize the user’s movement constraint, i.e., mov-
ing around a local region, and focus on a different problem. More
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specifically, we only consider the locations around the user’s previ-
ous check-in history, which yields a much smaller set, accounting
for about 0.7% and 0.3% of the set on all locations for Foursquare
and Gowalla, respectively. More importantly, we not only reduce
the computation cost, but also discard possible noisy information.

One disadvantage of the FPMC-LR model may be that the spar-
sity of location transition data in LBSNs makes it difficult to learn
the latent location transition vector well. The average number of dif-
ferent check-in locations of each user is less than 100, while there
are around 30,000 and 60,000 locations in Foursquare and Gowalla,
respectively. We further develop the FPMC-LTT model, which mod-
els the transition probability on the latent topic level together with
the two properties to overcome the data sparsity problem. The mo-
tivation is straightforward since there are high correlations between
different location topics. As illustrated in the previous example in
Figure [.1], there is a high probability to check in locations of en-
tertainment after the locations whose topics are work related. More
details are discussed in Section 4.3.5] In terms of the latent topic
level, we have enough data to train the model well.

We summarize our contributions in the following:

e We formally define the problem of successive POI recommen-
dation in LBSNs and analyze the spatial-temporal properties
in two large-scale real-world LBSN datasets: Foursquare and
Gowalla. After analyzing the dynamics of new POIs and inter
check-ins, we observe two important properties: personalized
Markov chain and localized region constraint.

e We propose two novel matrix factorization methods, namely
FPMC-LR and FPMC-LTT, to incorporate these two proper-
ties. More importantly, we not only reduce the computation
cost, but also discard noisy information.

e We conduct detailed experimental evaluation on the analyzed
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large-scale LBSN datasets and show that our models consis-
tently outperform other state-of-the-art methods.

4.2 Related Work

The work presented in this chapter is closely related to four differ-
ent categories: matrix factorization, POI recommendation, POI pre-
diction and successive POI recommendation. In the following, we
briefly review the related work.

4.2.1 Matrix Factorization

Matrix factorization techniques have been widely adopted in recom-
mender systems [61, [112]. The basic idea behind these models was
using two low rank latent vectors to approximate the user-item rating
matrix and then employing the matrix to make further predictions.
These methods were very efficient since only a small number of la-
tent factors influenced preferences and the time complexity was lin-
ear to the number of observations. Several methods were explored to
incorporate the temporal effect into the matrix factorization. Koren
et al. [63] proposed the timeSVD++ model to incorporate time fac-
tors into the matrix factorization models. Xiong et al. [[137/]] further
split the user-item rating matrix into pieces according to the time
slot, which turned the rating matrix into rating tensor. The Factor-
ized Personalized Markov Chain (FPMC) was developed in [1035] to
model the item transitions.

4.2.2 Point-of-interest Recommendation

Location-based social networks have received much attention in re-
cent years due to the new characteristics of spatial-temporal-social
information embedded in the check-in data and the prevalence of
various interesting real-world applications [144, 151, 31]]. Research
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topics covered in this area include user behavior study [121], move-
ment pattern analysis [[119], community detection [136] and POI
recommendation [152]]. Among all of these topics, POI recommen-
dation is one of the most important topics due to its high value in
both the research and industry communities.

Currently, there are two lines of work to solve the task of POI rec-
ommendation. One line of research is conducted based on the GPS
trajectory logs [152, 149, 148, 169]]. The GPS trajectory data usually
consist of a small number of users, but with dense records [[150, 24].
Many collaborative filtering algorithms, e.g., collective matrix fac-
torization [149], tensor factorization [148], memory-based collab-
orative location model (CLM) [69], etc., have been proposed and
deemed the locations as items in traditional recommender systems.

The other line of work focuses on LBSNs data, which are very
sparse and on a large-scale [142, 143, 29]. The related work con-
sists of three sub-categories. The first sub-category explores the ge-
ographical influence. Ye et al. [143]] modeled the check-in probabil-
ity with the distance of the whole check-in history by the power-law
distribution and incorporated it with memory-based collaborative fil-
tering methods. Multi-center Gaussian Model (MGM) was proposed
in [29] to model users’ multi-center check-in behaviors via a multi-
center Gaussian model. The authors then fused the MGM model
with model-based collaborative filtering methods. Liu et al. [75] in-
vestigated a novel geographical probabilistic factor analysis frame-
work, which can take various factors, such as geographical influ-
ences, POI popularity, etc., into consideration. GeoMF [72] ex-
plored to augment POIs’ latent factors by the influence area of POlIs.

The second sub-category related work attempts to make use of
content information to boost POI recommendation. Liu et al. [76]
developed a Topic and Location-aware Probabilistic Matrix Factor-
ization (TL-PMF) method to combine the LDA model and the matrix
factorization model, in which content information was embedded
through the LDA model part. Most recently, Gao et al. [40] inte-
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grated three types of content information into a unified framework.

The third sub-category is to study the effect of temporal infor-
mation. Yuan et al. [145] explored a user-based collaborative fil-
tering method to incorporate the temporal cyclic information and
geographical information. Gao et al. [39] suggested a model-based
method to leverage the non-uniformness and consecutiveness of users’
check-in behavior.

4.2.3 Point-of-interest Prediction

The POI prediction aims to model users’ movement patterns and
predict the location the user might visit at a certain time [[110, 111,
119]. Usually, the predicted location is visited by the user before, not
the new location like in POI recommendation. Scellato et al. [[119]
described a novel approach to location prediction based on nonlin-
ear time series analysis of the arrival and residence time of users in
relevant places. Sadilek et al. [110] employed a dynamic Bayesian
network to predict the location a user would visit in the next time
slot. Long-term location prediction was explored in [111].

4.2.4 Successive Point-of-interest Recommendation

There are a few existing work focusing on successive POI recom-
mendation, which is addressed in this chapter. Sang et al. [[117]
proposed a probabilistic approach that estimated the transition prob-
ability from one POI to another, conditioned on the current context
and check-in history in a Markov chain. Zhang et al. [146] explored
a similar method while considering the additive Markov chain to es-
timate the transition probability. The transition probabilities of their
models were all estimated with the check-in counts from observed
data, which were very sparse.

Our work is different from the existing work. We focus on the
successive POI recommendation task and propose two matrix fac-
torization methods FPMC-LR and FPMC-LTT to embed the two
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aforementioned properties, i.e., personalized Markov chain and re-
gion localization, into them.

4.3 Successive Point-of-interest Recommendation in
LLBSNs

4.3.1 Problem of Successive Point-of-interest Recommendation

Let U be a set of users and £ be a set of locations. £, denotes the
check-in history of user u. Due to the low density of the LBSNs
data, we merge consecutive check-ins in 7" hours as a slide window
to construct a set of check-ins. As a result, we construct a slide win-
dow set T to denote the user’s visiting time stamp. The check-in set
of user u at time ¢ is denoted by £!, where ¢ € 7. Given a sequence
of check-ins (i.e., £, ..., £!) and the position of each location (i.e.,
the latitude and longitude), the problem of successive POI recom-
mendation is to provide the most suitable recommendation for user
w at time ¢ + 1.

4.3.2 New Point-of-interests Dynamics

New POlIs are locations that a user has not visited before and will
be recommended in the next time stamp. The inter check-in time
and location distance on new POIs are defined as the temporal in-
terval and distance between a new POI and the previous POI, re-
spectively. Figure 4.3 shows the properties of new POIs dynamics
on the time and location distance. Figure reports how often a
user would like to explore new POIs by calculating the Complemen-
tary Cumulative Distribution Function (CCDF) on the inter check-in
time of new POISs. It shows that almost 70% of Foursquare users and
80% of Gowalla users would like to check-in a new POI after about
100 hours. The ratio increases to 90% for Foursquare and 95% for
Gowalla after 200 hours. It is noted that although users would like
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Figure 4.3: The new POI dynamics

to explore new POlIs, as shown in Figure most of their check-ins
are distributed among a few frequently visited places, e.g., home and
office.

Figure shows the spatial property of a new POI versus pre-
viously successively visited POIs. Obviously, users’ exploration on
new POls is restricted by the geographical influence. More specifi-
cally, about 60% of Foursquare new POIs and about 88% of Gowalla
new POIs are within 10 km of users’ previous check-in locations.
When the distance increases to 100 km, the number of new POIs
account to about 80% for Foursquare and about 95% for Gowalla,
respectively. This observation implies that users in Foursquare pre-
fer to explore new farther POIs than Gowalla users.

4.3.3 Inter Check-in Dynamics

The property of inter check-in dynamics is another key factor in re-
vealing the temporal relation of the LBSNs data. We obtain similar
results in [94] and observe two significant properties on the LBSNs
data: personalized Markov chain and localized region constraint.
Figure shows that almost 40% and 48% successive check-
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Figure 4.4: The inter check-in time in minutes.

ins occur in Foursquare and Gowalla, respectively, within two hours.
The ratio is raised to about 70% for both Foursquare and Gowalla
when the inter check-in time is larger than 12 hours. After further
studying the categories of two successive check-ins for a user in a
short period, we find that there is a strong connection between the
two check-ins. For example, cinemas or bars may always be visited
after restaurants, as users would like to relax after dinner. This is
exactly a personalized Markov chain property, which motivates us
to utilize the transition probability for solving the task of successive
POI recommendation.

Figure shows the CCDF of inter check-in distance. It is
observed that more than 75% of inter check-ins in Foursquare and
more than 80% of inter check-ins in Gowalla occur within 10 km.
Only less than 5% of inter check-in distance is more than 100 km in
both datasets. This observation is reasonable since most users’ inter
check-ins occur within a specific area they live or the long distance
inter check-ins imply an occasional journey. Overall, users’ move-
ments are constrained by their geographical influence within a short
time. Hence, when we provide successive POI recommendation, we
mainly consider the new POIs near a user’s previous check-ins.
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Figure 4.5: A toy example illustrating the two main property in LBSNs

4.3.4 A Toy Example

Figure shows a toy example of two users’ check-ins to illustrate
the two main properties: personalized Markov chain and localized
region constraint. The numbers on the line denote the users’ tran-
sition probabilities. For example, for user 1 on the left side, after
having dinner, the probability that the user will go to the bar is 0.20.
User 2 has a different transition probability because the Markov
chain is personalized. The big difference in probability from vis-
iting the two movie theaters reflects the localized region constraint.
Since the movie theater is near both users’ homes, the probability of
visiting the upper one is much larger than that of visiting the one on
the bottom right corner.

4.3.5 Topic Transition

The check-in data in LBSNs are very sparse for each user. As a
result, it might not be easy to learn the location transition latent vec-
tor well. Table [4.1] gives the top 20 topic transitions in the Gowalla
dataset. In Gowalla, each POl is attached with several category tags
by the system. We use the category as the topic and calculate the
overall transition probability between each topic. Since we do not



Table 4.1: Top 20 topic transitions in Gowalla
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Topic(from) Topic(to)
Conference Home
Tram Library
Sports Coffee Shop
Hotel Mall
Outdoors Food
Entertainment Starbucks
Pub Subway
Golf Shop Coffee Shop
Hotel Food
School Apartment
Movie Art & Culture
Apparel Food
Four Seasons Train Station
Museum Food
Bears Sports Mall
Aquatics Bakery
Rental Car Coffee Shop
Apparel Gas & Automotive
Lab Burgers
Cave Breakfast

92
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have the category information of the Foursquare dataset, we only
report the results for the Gowalla dataset. A similar result on the
Foursquare dataset is reported in [94]. From the table, we can ob-
serve that many of the transitions make sense in real life. If we know
that a user is at a location with topic “School”, for example, the user
may go to a POI with topic “Apartment” next. This motivates us to
propose the FPMC-LLT model, which models the latent topic tran-
sition probability.

4.4 Our Models

In this section, we first introduce the FPMC-LR model and then dis-
cuss the FPMC-LTT model.

4.4.1 Factorized Personalized Markov Chain with Localized
Region (FPMC-LR)

Our FPMC-LR is to recommend a successive POI via the probability
that user u will visit location [ at time ¢, which is calculated by

Tui =p(l € LL]i € L), (4.1)
Based on the first-order Markov chain property, the probability
can be calculated by

1

l t t—1 —

T Y plleLllie L), (4.2)

ieLt™t

where p(l € L!|i € £L!71) is the probability of user v moving from
location ¢ to location /.

In FPMC, all locations are considered for each user, which yields
a transition tensor X € [0, 1]U*I£1<I£l From a different approach,
our FPMC-LR considers only the neighborhood locations. More
specifically, we divide the whole earth into different square grids,
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each with side length of d km. Then, for each location /, its neighbor
locations will be those fallen in one of the nine adjacent square grids:

Ny L)y ={le L\ L :D(,1) <dVle LY,

where D(l,l) is the distance between [ and [, calculated by the
Haversine formula.

Let N(L!) be the neighbor location set of the check-in history
of user u at time . Our FPMC-LR yields a transition tensor X €
[0, 1]UI<IEXINaL)] Tt is noted that |Ny(L£)] is reduced largely, e.g.,
around one hundred when d = 40, which accounts for less than 0.7%
and 0.3% of the total locations in Foursquare and Gowalla datasets,
respectively. Hence, our FPMC-LR can save the time cost when
compared with FPMC. Since FPMC provides a good framework for
successive POI recommendation, we adopt it in our method, but fo-
cus on the localized region constraint. This motivates the name of
our model.

Low-rank approximation is a promising tool to recover the par-
tially observed transition tensor X when it is sparse. Here, we adopt
a special case of Canonical Decomposition, which models the pair-
wise interaction among the three modes of the tensor (i.e., user U,
last location Z and next location £):

Ly i) = vk vf’u + vf’z . viz’£ + vﬁl : vf’u, 4.3)

u

where v+~ and 'vf “ model the latent features for users and the next

locations, respectively. Other notations are similarly defined. This
gives a set of model parameters:

O = {‘/U,L7 VL’U, VU,I’ “/*I,U7 “/*LJ7 VI’L}. (44)
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Combining Eq. (4.2) and Eq. (4.3)), we obtain

b€ £LIE) = o 3 4
‘E | Ctl
Lt 72 e e ol T o)
‘ Etl
L u
= L. l L’t =g Z Uz : + ot v ). (4.5)
£t1

Notice that the last step holds as the interaction between {/ and L
are independent of the last location 1.

Our goal of successive POI recommendation is to recommend
top-£ new POIs to users. Thus we can model it as a ranking >, ;
over locations:

P>t ]S Tyt > Tt (4.6)

A sequential BPR optimization criterion can be derived similar
to the general BPR approach [104]. Then for user w at time ¢, the
best ranking can be modeled as:

(O] >ut) o< p(>us |O)p(O). 4.7)

Following the FPMC model, we assume different users check in
locations independently. In practice, most of users are not influenced
by others when checking in and social influence has little effect as
well [29]. We can estimate the model using maximum a posterior
(MAP):

wema [ TLT T1 o

weld LLeLy i€Ll, jeN, (LML,

)p(O). (4.8)

The ranking probability can be further expressed by:

p(>u,t) = p(i >t ]) = p(j\ju,t,i > -%u,t,j 6)
p(-ﬁi‘u,t,i — i’u?t,j >0 | @)

4.9)
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Using the logistic function o defined by p(z > 0) = o(z) =
we can reformulate Eq. (4.9) as:

pi >0p 10) = 0(&upi — Fusy). (4.10)

_1
14+e=%2

Furthermore, by placing Gaussian priors on the model parameters
© ~ N(0, ﬁ) we can seek the optimal solution of our FPMC-LR
by:

arg max In p(>us [©)p(O)

= arg max In H H H H 0(Zuti — Tut;)p(©)

uel Ll €Ly i€Ll, jeN(LEH\LL

= argmax Z Z Z Z no(Zuii— Tury)

u€U LLeL, €Ll jeN (L \ Lt
—ellOlf3. @.11)

To recommend a new location, we rank candidate locations based
on the probability of z,,¢;:

. cu 1 LT I TU
Lu,tl = ’Uff’ﬁ /I £t z: (v - = Uﬁ{ ;7).
vl eptt

(4.12)

As shown in [[103]], the term VY1 . V1.V vanishes since it does not
affect the final ranking. This yields a more compact expression for

Lut,l-

2, Z/{ E a
‘ ‘ Et 1

Learning Algorithm

Directly optimizing the objective function in Eq. (4.11) is very time
consuming. Even though we only consider neighbor location pairs,



CHAPTER 4. SUCCESSIVE POl RECOMMENDATION IN LBSNS 97

the number of quadruples is still huge, i.e., O(|S||N|), where S =
{(u,t,i)lu € Nt € T,i € L, Ll € L£,} and |N| is the average
number of neighbor locations. We follow the strategy used in [104]]
to draw the quadruples independently and apply the stochastic gra-
dient descent on the bootstrap samples. The detailed algorithm is
shown in Algorithm 3]

Algorithm 3 Learning Algorithm for FPMC-LR
1: draw VU VIV VILL VY, | from N(0, 02)
2: repeat

draw (u, t,7) uniformly from S

W

4:  draw location j uniformly from N (L 1)\ L
5: forf=1—kyrdo

6: update UuU:]{, vi’f, UJIfU

7:  end for

8: fOI‘f:1—>k3[7Ld0

9: update vz{’fL, vj[fL

10: forl € L7 do

11: update Uf ]’f
12: end for

13:  end for

14: until convergence
15: return VU ViU yvIL oy,

For each parameter 6, the update procedure is performed as:

0
6 = 0+ a(g(n0(@us = Fury) - Mo6?))
0

= 0+ 04((1 - O-(i'u,t,i - ju,t,j))%(52"@,75,2' - i'u,t,j) - 2)\99))7
(4.14)

where « is the step size.

4.4.2 Factorized Personalized Markov Chain with Latent Topic
Transition (FPMC-LLT)

We define a global latent topic transition matrix A € R*** for all
users. The user latent vector and location latent vector are denoted
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as U € RUXF and I € RIFXF respectively. Assuming that at time
t the check-in location 1s [ for a user, then at time ¢ + 1, the loca-
tion latent vector should be similar to A” L;, which is the expected
location latent vector after transition. Instead of evaluating the prob-
ability that user u will visit location [ at time ¢ given the previous
check-in locations at time ¢ — 1 using Eq. (4.5)), we estimate the
probability as:

Pl € LLILEY) = U, - Ly + (1 — n)Sim(Ls, ﬁAT S L),
u iell ™!

(4.15)

The probability is determined by two components: one is the user

preference for the location [, while the other one is based on the

location latent space similarity between latent vector of location [

and the expected average location latent vector after transition. We

use a parameter 7) to smooth these two factors. The similarity can be

measured by many methods. Here, we use the cosine similarity for
convenience.

Compared with the FPMC-LR model, we replace the location

.. LT T.L . .
transition part ﬁ Y icrt-1 v -v;"" with the location latent space

7
similarity. We introduce a global latent topic transition matrix A to
capture the latent topic transition, instead of modeling the pairwise
location transition.

Then, following the same inductions of the FPMC-LR model,
we have the same final objective function as that in Eq. with
parameter set © = {U, L, A}. The learning algorithm for FPMC-
LTT is shown in Algorithm [4]

For each parameter § € © = {U, L, A}, the update rule is the
same as in Eq. (4.14).
Relation to POI recommendation

Successive POI recommendation is closely related to the problem of
POI recommendation introduced in Chapter 3] In POI recommen-
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Algorithm 4 Learning Algorithm for FPMC-LTT
1: draw U, L, A, from N (0, 0?)
2: repeat
3:  draw (u,t,) uniformly from S

4:  draw location j uniformly from N (£{1)\L!
5: for f=1— Kdo

6: update U,, s, L; ¢, L; f

7:  end for

8: for f=1— Kdo

9: forl € L7 do
10: update L; ¢

11: end for

12:  end for

13:  update the transition matrix A
14: until convergence
15: return U, L, A

dation, we do not consider the time effect. We treat all users’ POIs
at different time as the same, which makes the models in Chapter [3]
unable to capture the change of users’ tastes. On the other hand, the
successive POI recommendation in this chapter is more time sensi-
tive. We would like to provide recommendations to users in the near
future. The recommendations is closely related to a user’s previous
check-ins, which is reflected on the two main properties: person-
alized Markov chain and region localization. Personalized Markov
chain embeds the transition of users’ preference. Region localization
reflects the geographical influence since users would like to check in
POISs near to previous check-ins. And the two main properties moti-
vate us to propose the two models in this chapter. Besides, the prob-
lem of successive POI recommendation is more significant because
it is more close to users’ demand in the real life.

4.4.3 Complexity Analysis

Since we use SGD to learn FPMC-LR and FPMC-LTT, we analyze
the cost for each iteration. For FPMC-LR, in each iteration, we up-
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date the related parameters and the cost is O(nK), where n is the
average set size of users’ previous check-ins (the average size of
|L£71]) and K is the latent dimension. Usually n is very small.
Thus, the computational cost at each iteration is linear to K. For
FPMC-LTT, the cost of each iteration is O(nK + K?). Since we
need to update the transition matrix A, whose cost is O(K?). The
O(nK) part is the same as FPMC-LR. In general, the algorithms can
converge in several hours. We discuss the efficiency in detail in the
experimental part.

4.5 Experiments

In the experiments, we address the following questions: 1) How do
our approaches compare with the baseline model and other state-of-
the-art methods? 2) How does the smooth parameter 7) affect the
model performance? 3) How does the parameter of the geographic
grid side length d, which determines the neighbor locations, affect
the model performance? 4) What is the convergence and efficiency
property of our models?

4.5.1 Datasets

We evaluate the models on the two publicly available LBSNs datasets:
Foursquare and Gowalla. Gowalla provides public APIs, which al-
low us to crawl all users’ information including all check-in his-
tories with the time stamp and location details. Although it is not
possible to crawl Foursquare data using their APIs directly, part of
Foursquare users link their accounts with Twitter and their check-in
information can be crawled from Twitter. In this chapter, we use
the Foursquare dataset provided by [32] and the Gowalla dataset
from [29]. For both datasets, we use four month check-in history of
users from May 2010 to August 2010. To remove outliers and clean
up the data, we require that every user should have check-ins at least
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Table 4.2: Basic statistics of the Foursquare and Gowalla dataset for successive
POI recommendation

#U | #L | # check-in | # avg. check-in
Foursquare | 3571 | 28754 744055 208.36
Gowalla | 4510 | 59355 | 873071 193.58

120 times and each location should be visited at least five times. The
basic statistics are summarized in Table 4.2

4.5.2 Evaluation Metrics

The experiments are tested as follows: check-ins in the last time
slot 1s used as the test data, while the previous check-in history is
used as the training data. Since recommending infrequently visited
POIs is more meaningful, we only keep POIs which are visited less
than five times by the user before the test period and remove them
from the training set. Note that, this setting makes it much harder
to recommend new POIs to a user compared with recommending
POlIs the user has visited before. This can also explain why we can
only get very low precision and recall values in the results. In our
experiments, we use Precision@k , Recall@k and Mean Average
Precision (MAP) @£ to evaluate the performance. The precision and
recall are defined as:

_ 18l
k

 R@k := &l (4.16)

P@k : = o)

where | S| is the number of top-k recommended POIs visited by user
w at last time ¢ + 1.

MAP is a well-known metric used to evaluate the top-%£ perfor-
mance. The definition is:

N
MAP@k = ) ~ap@k;/N, (4.17)

1=1
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Table 4.3: Performance comparison on Foursquare

Metrics PMF PTF FPMC | FPMC-LR | FPMC-LLT

P@10 0.0185 0.0170 | 0.0275 0.0360 0.0370
Improve || 100.00% | 117.65% | 34.55% | 2.78% '

R@10 0.1542 0.1417 | 0.2325 0.3033 0.3003
Improve || 100.58% | 118.28% | 33.03% | 1.98% '
MAP@10 || 0.0784 0.0712 | 0.1265 0.1583 0.1612
Improve || 105.61% | 126.40% | 27.43% | 1.83% '

where N is the number of users, and ap@F£ is the average precision
at k for the user:

k
apQk = Z P(i)/(# of POIs checked in k locations),  (4.18)
i=1

where P(i) is the precision at cut-off 7 in the location list.

4.5.3 Comparison

In this section, we compare our models with the following state-of-
the-art methods:

1. PMF: probabilistic matrix factorization is a well-known method
in matrix factorization [112]. It is widely used in traditional
recommender systems.

2. PTF: probability tensor factorization is introduced in [137] for
modeling time evolving relation data.

3. FPMC: this method is proposed in [105], which is a strong
baseline model embedding users’ preference and their person-
alized Markov chain to provide next-basket item recommenda-
tion.

The experimental results on Foursquare and Gowalla datasets are
shown in Table 4.3] and Table 4.4l We set the number of latent di-
mension to 60 for all the compared models and let the time window
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Table 4.4: Performance comparison on Gowalla

Metrics PMF PTF FPMC | FPMC-LR | FPMC-LLT

P@10 0.0130 0.0110 | 0.0220 0.0310 0.0330
Improve || 153.85% | 200.00% | 50.00% 6.45% '

R@10 0.1040 0.0785 | 0.1575 0.2116 0.9226
Improve || 114.04% | 183.57% | 41.33% | 5.20% '
MAP@10 || 0.0575 0.0473 | 0.0853 0.1072 0.1126
Improve 95.83% | 138.05% | 32.00% 5.04% '

size be six hours. For our FPMC-LR and FPMC-LTT, we set the ge-
ographic grid side length d to be 40 km. We set Ay to be 0.03 through
setting the last visits in the training as the validation set. The results
show that:

e FPMC , FPMC-LR and FPMC-LLT all outperform PMF and
PTF significantly. More specifically, FPMC-LR outperforms
PMF and PTF by at least 90% and 110% respectively, while
FPMC also beats PMF and PTF by 50% and 60% respectively.
This implies that personalized Markov chain plays an impor-
tant role when performing successive POI recommendation.
The location transition in short time provides valuable infor-
mation on where the user would like to go in the next.

It may be surprising that PMF performs slightly better than
PTF. One possible reason may be that PTF assumes that the
latent features in successive time periods are similar. However,
this assumption is not always valid for the LBSNs data since
the features may be periodic. For example, most users have
similar preference patterns on every morning or every Sunday.
The poor results of PTF imply the assumption of PTF does not
fit for the LBSNs data.

FPMC-LTT and FPMC-LR perform much better than FPMC.
For example, FPMC-LR outperforms FPMC by around 30%
and 40% for precision and recall, respectively. This verifies
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Figure 4.6: Impact of parameter 7

that restricting the comparing set to a localized region can re-
duce noisy information and achieve better performance com-
pared with considering all the locations. As a user’s movement
is constrained locally in short time, it is enough to only con-
sider the rank-pairs of current check-in and nearby previously
visited locations.

e FPMC-LLT further boosts the recommendation performance
by around 5% on Gowalla and 2% on Foursquare compared
with FPMC-LR. This indicates that modeling the topic tran-
sition can alleviate the location-wise transition sparsity prob-
lem. Since the Foursquare data are denser than the Gowalla
data, we can see that the improvement percentage is less on the
Foursquare dataset.

4.5.4 Impact of Parameter 1

In FPMC-LLT, the parameter 7 balances the user’s preference on the
location and the similarity between the recommended location latent
space and expected location latent space after transition. Figure §.6]
shows the impact of n on both Foursquare and Gowalla datasets in
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terms of P@10 and R@10. When 1 = 1, the FPMC-LLT relies only
on the user preference and when 1 = 0, the PPMC-LLT relies only
on the latent topic space similarity. From the figure, we can observe
that the performance improves when 7 grows from 0 and reaches
the best performance when 7 reaches 0.8, and then the performance
decreases again. This indicates that we mainly rely on the user’s
preference to provide a recommendation, while the latent topic space
similarity can help boost the recommendation performance.

4.5.5 Impact of Parameter d

In FPMC-LR and FPMC-LLT, the parameter d is an important fac-
tor in controlling the size of the neighborhood check-in history of
a user at time ¢. This parameter affects the number of locations as
well as the model performance. We show the results on FPMC-LR
here as FPMC-LLT has similar results. Figure shows the impact
of d in both Foursquare and Gowalla datasets on P@10 and R@10.
From the figure, we can see that on both Foursquare and Gowalla,
the model performs best when d is 40 km. When d is small, we only
consider a very small set of nearby locations, which does not include
enough information and yields suboptimal performance. When d is



CHAPTER 4. SUCCESSIVE POl RECOMMENDATION IN LBSNS

0.035 ; ; 5

0.03
0.025¢
—
e

0.02}

0.015} ——FPMC
——FPMC-LR

0.01 y : .
0 50 100 150 200

Iteration

(a) P@10(Foursquare)

0.03

0.025¢

0.02¢

@10

P

0.015¢

0.017

——FPMC
——FPMC-LR
0.005 ‘ : ‘
0 50 100 150 200
Iteration
(c) P@10(Gowalla)

0.35

0.3}

R@10,

0.2}

0.15¢

0.1

0.25

106

257

r

——FPMC
——FPMC-LR
50 100 150 200
Iteration
(b) R@10(Foursquare)

——FPMC
——FPMC-LR
F;O 160 150 200
Iteration
(d) R@10(Gowalla)
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large, e.g., 100 km, the model has to consider much more rank-pairs
and may introduce more noisy information, which yields poor per-
formance. An extreme case is to set d large enough to cover all
neighborhood areas in the whole earth and consider all locations,
which is equivalent to the case of FPMC model. The obtained re-
sults confirm the intuition that the localization constraint plays an
important role in successive POI recommendation.
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4.5.6 Convergence and Efficiency Analysis

Figure shows the performance change of our FPMC-LR and
FPMC with respect to the number of iterations. We do not show
FPMC-LTT as its results are similar to FPMC-LR. Here, at each iter-
ation, we draw 2 x 10° quadruples to calculate the stochastic gradient
descent based on the BPR criterion. Our experiments are conducted
on a PC with an Intel Pentium D CPU (3.0 GHz, Dual Core) and 2G
memory. An average time for an iteration is about 30 seconds. From
the figure, we can see that at each iteration, FPMC-LR always per-
forms better than FPMC and attains its best performance at around
150 iterations.

Here, we also claim another advantage of PFMC-LR in the rec-
ommendation procedure: its efficiency. When recommending poten-
tial POIs, FPMC needs to consider all the locations, while FPMC-
LR only considers the neighborhood locations of a user’s current
location (usually less than 1% of the whole location).

4.6 Conclusion

In this chapter, we considered the task of successive POI recommen-
dation in LBSNs. We first investigated the spatial-temporal proper-
ties of the two LBSNs datasets. We then proposed two novel ma-
trix factorization models, i.e., FPMC-LR and FPMC-LLT, to include
both personalized Markov chain and localized regions for solving
the recommendation task. Our experimental results on two large-
scale LBSNs datasets showed the effectiveness and efficiency of our
models compared with several state-of-the-art methods.

There are still several other aspects worthy of consideration in the
future: 1) how can we utilize the contextual information of POls,
e.g., the location category and the activities conducted there; 2)
how to incorporate the users’ periodic check-in behaviors to cap-
ture users’ periodic preferences; 3) how to find more useful check-in
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sequences, e.g., higher-order Markov chain; 4) How to incorporate
social information to strengthen successive POI recommendation.
Progress in these directions would advance POI recommendation
field for our community.

O End of chapter.



Chapter 5

Gradient Boosting Factorization
Machines

Recommendation techniques have been well developed in the past
decade. Most of them build models only based on the user-item rat-
ing matrix. However, in the real world, there is plenty of auxiliary
information available in recommendation systems. We can utilize
these information as additional features to improve recommenda-
tion performance. We refer to recommendation with auxiliary infor-
mation as context-aware recommendation. Context-aware Factor-
1zation Machines (FM) is one of the most successful context-aware
recommendation models. FM models pairwise interactions between
all features, in this way, a certain feature latent vector is shared to
compute the factorized parameters it involves. In practice, there are
tens of context features but not all the pairwise feature interactions
are useful. Thus, one important challenge for context-aware recom-
mendation is how to effectively select “good” interacting features. In
this chapter, we focus on solving this problem and propose a greedy
interacting feature selection algorithm based on gradient boosting.
Then we propose a novel Gradient Boosting Factorization Machines
(GBFM) model to incorporate the feature selection algorithm with
Factorization Machines into a unified framework. The experimental
results on both synthetic and real datasets demonstrate the efficiency
and effectiveness of our algorithm compared with other state-of-the-

109
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art methods.

5.1 Introduction

Recommendation systems have been well studied in the past decade.
Matrix factorization methods [61, [112] have become popular due to
their good performance and efficiency in dealing with large-scale
datasets. These methods focus on approximating the user-item rat-
ing matrix using low rank representations. Most of them only con-
sider user and item interactions and ignore context information. How-
ever, in real world scenarios, plenty of auxiliary information is avail-
able and is proven to be useful especially in large-scale industry
datasets. For example, in the Weibo celebrity recommendation sce-
nario, the user’s and celebrity’s age and gender, the popularity of
a celebrity, the recent following behavior of the user, etc., can help
make better recommendations. Recent work in KDDCup 2012 [[102,
27| show the effectiveness of utilizing auxiliary information for rec-
ommendations.

In terms of utilizing auxiliary information, several methods have
been studied to incorporate meta-data (e.g., user profile, movie genre,
etc.) [68, [130] and more general auxiliary information [135] 4, 57,
101, [106]. In these methods, auxiliary information was encoded as
features; together with user and item, they were mapped from a fea-
ture space into a latent space. The Factorization Machines (FM)
model [106] is currently a general and widely used method that can
easily incorporate any context feature. In FM, all features are as-
sumed to be interacting with all other features. For example, assum-
ing there are n features, then for a certain feature ¢, the latent vector
v; 1s shared with n — 1 interacting features. It is not always the case
that all the feature interactions are useful. Useless feature interac-
tions can introduce noise in learning latent feature vector v;. Thus
it is challenging to select useful interacting features automatically to
reduce noise.
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The most recent work in [26] introduced an automatic feature
construction method in matrix factorization using gradient boosting.
In their method, feature functions were constructed using a greedy
gradient boosting method and then incorporated into the matrix fac-
torization framework. Different from their method, in this chapter,
we focus on selecting useful interacting features under the Factor-
ization Machines framework. At each step, we propose a greedy
gradient boosting method to select interacting features efficiently.
Then we additively optimize the selected latent vector by optimiz-
ing the residual loss. Another difference is that our method is more
efficient in selecting categorical interacting features compared with
the binary decision tree construction algorithm in their paper. In this
chapter, the main contributions are summarized as follows:

e We propose an efficient interacting feature selection algorithm
using gradient boosting, which can reduce noise compared with
the Factorization Machines method.

e We propose a novel Gradient Boosting Factorization Machines
(GBFM) model by incorporating the feature selection algo-
rithm with Factorization Machines into a unified framework.

e The experimental results on both synthetic and real datasets
show the effectiveness of our proposed method compared with
Factorization Machines and other state-of-the-art methods.

The rest of this chapter is organized as follows. Section [5.2] intro-
duces the related work. Section |5.3|gives the details of our method.
Section presents the experimental results and discussions. The
chapter is concluded in Section[5.5]

5.2 Related Work

The work presented in this chapter is closely related to matrix fac-
torization, context-aware recommendation and gradient boosting. In



CHAPTER 5. GRADIENT BOOSTING FACTORIZATION MACHINES 112

the following, we briefly review the related work.

5.2.1 Matrix Factorization

Matrix factorization techniques [129, 112,161,112, 4] have been shown
to be particularly effective in recommender systems as well as the
well-known Netflix prize competition. They usually outperform the
item-based method [118]. The main idea behind matrix factorization
is to learn two low rank latent matrices U € R¥*™ and V' € R¥*" to
approximate the observed user-item rating matrix £ € R™*" so that

R~UTV, (5.1)

where m, n are the number of users and items respectively, and £ is
the latent dimension.
The objective function for matrix factorization is that:

1N R T2 1 Az o 2202

%11‘}15 21 leij(Rij —U; V)" + EHU”F + ?HVHFa (5.2)
=1 j=

where IZ-]} is the indicator function that equals to 1 if user 7 rated

item j and equals to O otherwise. The above equation can be eas-

ily solved either by stochastic gradient descent (SGD) or alternating

least squares (ALS).

5.2.2 Context-aware recommendation

Contextual information has been proven to be useful in recommender
systems and context-aware recommendation has already been widely
studied. In order to incorporate auxiliary information, several vari-
ants of matrix factorization have been proposed. In [63, 137], tem-
poral features were explored to help capture the user’s preference
more precisely. Social [85, 52] and location information [143, 29,
30] have also been explored. The meta-data, such as the user’s age
and the item’s genre, was incorporated into the matrix factorization
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model [130, 68]. In addition to the meta-data, which is attached to
user or item itself, context features also include the information at-
tached to the whole recommendation event, such as a user’s mood,
day of the week, etc.

There are several methods explored to deal with all of those con-
text features. The most basic approach for context-aware recom-
mendation is to conduct pre-filtering or post-filtering where a stan-
dard context-unaware method is applied [97, 2]]. More complicate
methods like matrix factorization were also explored. Karatzoglou
et al. [S77] proposed a Multiverse recommendation model by mod-
eling the data as a user-item-context N-dimension tensor. However,
the computational cost of the model is high, which is intolerable in
practice. Rendle et al. [106] proposed to apply Factorization Ma-
chines (FM) [101] to overcome the problem in Multiverse recom-
mendation. The authors transformed the recommendation problem
into a prediction problem and FM modeled all interactions between
pairs of features with the target. They further proposed to deal with
relational data in [103]] through the block structure within a feature.

The idea of tree based random partition has been explored in [[153,
81]. Zhong et al. [153] assumed that contextual information was re-
flected by user and item latent vectors. In their method, the random
tree partition was conducted to split the user-item matrix by group-
ing users and items with similar contexts. Then matrix factorization
was applied on the sub-matrices. Liu et al. [81] employed the simi-
lar idea but explicitly used context information to split the user-item
matrix into sub-matrices according to specific context values. The
prediction was the average value of each prediction from 7' gener-
ated decision trees. However, they failed to discuss how to select
useful features especially when there are tens of features.
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Figure 5.1: Context-aware recommendation
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5.2.3 Gradient Boosting

Gradient Boosting has been successfully used in classification [44]]
and learning-to-rank [[138,/19]. In each step, gradient boosting greed-
ily conducts coordinate descent in the function space to select a fea-
ture function. Chen et al. [26] proposed to use gradient boosting
method to construct a feature function for each user/item latent vec-
tor at each step automatically. Different from their work, in this
chapter, we employ the gradient boosting algorithm to find the best
interacting feature at each step. Then similar to gradient boosting,
we additively optimize latent feature vectors. Besides, in the real
world, there are many categorical features with large size, however,
the binary tree splitting algorithm in their work is not efficient in
dealing with such features.

5.3 Gradient Boosting Factorization Machines

In this section, we first describe the context-aware recommendation
problem we study in this chapter. Then we briefly review context-
aware FM, which is closely related to our work. Lastly, we present
the details of our proposed Gradient Boosting Factorization Ma-
chines model with complexity analysis and discussions.

5.3.1 Preliminaries and Problem Definition

Traditional recommendation systems only consider the user-item rat-
ing matrix as in Figure [5.1(b)| to make recommendations. However,
rich context information is available in the real world. Figure
shows an example of the context-aware online rating system. In
the example, we can easily get the rating time and the rating com-
ments. These information provides a new information dimension
for recommendations. We can encode the context information, to-
gether with user and item, as either real value or categorical features.
The corresponding rating is encoded as the target value. This way,
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we can transform the context-aware recommendation problem into
a prediction problem as shown in Figure The figure shows an
example about users ¢/ watch movies Z in mood M:

U = {ul,u2,u3},
1 = {i17i27i37i4}7
M = {Happy, Normal, Sad}.

We first give the definition of context. Context is the additional
information available which can influence the rating behavior. For
example, the mood of the user when he/she rated the item, the user’s
gender, the quality of the item, etc., are all context. We define a con-
text as a variable ¢ € C. For example, the first tuple in Figure [5.1(c)|
states that user u; gave movie 7; 4 stars in a Happy mood. Next
we give the formal definition of the context-aware recommendation
problem. We denote the user set as ¢/ and the item set as V. As-
sume there are m — 2 additional context features, we further denote
the context features as Cs, ..., C,,. In fact, user and item can be re-
garded as the first and second “context” feature, respectively. For
simplicity, we denote the user set as C; and the item set as Cs. In this
chapter, we only consider categorical features for simplicity, since
in practice most features are categorical and real value features can
also be segmented into categorical features [102]].

The training data can be encoded as feature vectors as shown in
Figure by transforming categorical features to indicator vari-
ables. We denote n; as the number of different feature values for
context feature C;. Each context feature set is C; = {c; 0, ..., Cin, }-
We further denote the length of the feature vector as d, which equals
to nqy+. ..+ n,,. The training data are denoted as S = Zf\il(xi, Yi),
where NN is the number of total training instances. x; € RY and
y; € R are the feature vector and target value for instance ¢, respec-
tively. Our problem is to estimate the following rating function

j:RY 5 R, (5.3)
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which minimizes the following objective function:

N
arg(;nin Z (i, yi) + Q7). (5.4)
i=1
Here [ is a differentiable convex loss function that measures the dif-
ference between the prediction rating ; and the target rating y;, and
© is the parameter set to be estimated. The second term {2 measures
the complexity of the model to avoid overfitting.

5.3.2 Context-aware Factorization Machines

The Factorization Machines model [[101] is a generic model class
that subsumes many well-known recommendation methods includ-
ing SVD++ [61], matrix factorization [129] and PITF [107]. Rendle
et al. [106] proposed to apply FM to solve the context-aware rec-
ommendation problem and it is proven to be effective in KDDCup
2012 [102] as well.

In [106], FM was restricted to be 2-way FM. In this setting, the
FM models all interactions between pairs of variables with the target
including nested ones, by using factorized interaction parameters.
The rating prediction function is:

d d d
ﬁ(X) =wy + Z w;x; + Z Z UA)Z',jL’UZ‘CCj. (5.5)
=1

i=1 j=i+1
From the perspective of classification problem, wy is the global bias,
w; 1is the weight for feature x;, and w; ; is the weight for feature
x;x;. We refer to the feature x;x; as the interacting feature, which
indicates the instance have both the feature value z; and z;. For
example, in the first tuple in Figure one interacting feature is
u1v1 since we have user u; and item vy in the tuple.
The factorized parameter w; ; is defined as:
k
UA)Z'J' = <Vi7 Vj> = Zvi’f “ Uy f- (56)
f=1
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The model parameters O that need to be estimated are:
w) €ER, w e RYand V € R, (5.7)

Note that the latent matrix V can be regarded as the concatenation
of all m latent feature matrices V; € R"%** 4 =1, ... m. The final
objective function is:

N
arg min D 1) y) + > A, (5.8)
i=1 USC)

where A ) is the regularization parameter. In practice, [ can be the
logit loss for binary classification:

[(,y) = log(1 + exp(—yy)), (5.9)
or the least square loss for regression:
y) = (G —v)" (5.10)

In the real world, it is not surprising that we can have tens of
context feature and not all interacting features are useful for rating
predictions. Note that FM models all pairwise interactions between
context features and the weight of the interacting feature is defined
in Eq. (5.6)). The latent vector v, is shared by every feature vector v;
in order to estimate the feature weight w; ;. If the interacting feature
x;x; 18 not useful (i.e., the estimate function y does not have the item
w; jx;x;), in such case, the estimation for parameter v; and v; will
be affected. In order to select “good” interacting features effectively,
we propose our Gradient Boosting Factorization Machines model.

5.3.3 Gradient Boosting Factorization Machines

GBFM Training

In this section, we present our proposed GBFM training algorithm.
We borrow the idea of the boosting method [38]] to select one inter-

'In KDDCup 2012 Task 1 we can easily extract around 20 features and there are more features
in the real industry world.
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acting feature at each step and additively optimize the target func-
tion. The rating prediction function in our model is defined as:

Js(%) = g1 (%) + Y > T[i, j € x|(V), VD), (5.11)

1€Cp jEC,

where s is the iteration step of the learning algorithm. At step s, we
greedily select two interacting features C, and C,, where I is the indi-
cator function whose value is 1 if the condition holds otherwise is 0.
The feature selection algorithm will be introduced later. V,, € R™**
and V, € R"*¥ are the low rank matrices for feature C, and feature
C,. respectively, where k is the low rank dimension. After interact-
ing features C, and C, are selected, we estimate the parameters V,
and V, at step s. For example, at step s we select the interaction
between user and item, we need to learn the low rank latent matrices
U and V. The objective function for estimating V,, and V, is:

N

argmin Y0160 90) + [VlF+ [Villp 6.12)
»Va =1

Assume we totally have S steps and denote the interacting features
selected at step s as Cyp and Cy,, then the final prediction function is:

S
:&S(X) - ﬁo(X) + Z Z Z H[Za] S X] <Vipﬂvgq>7 (5.13)

s=1 i€Cyp jECsq

where ¢y(x) is the initialized prediction function.
The details of the algorithm are shown in Algorithm [5]
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Algorithm 5 Gradient Boosting Factorization Machines Model

1: Input: Training Data S = {x;, y; ¥,

. Output: js(x) = jo(w) + 30, (Vai, Vi)

3: Initialize rating prediction function as g (x)

4: fors =1— Sdo

5:  Select interacting features C,, and C,, from Greedy Feature Selection Algo-
rithm

6:  Estimate latent feature matrices V,, and V,,

Update §,(x) = gs1(%) + Yiee, Syec, 1125 € XI(Vi, Vi)

8: end for

[\

=

Greedy Feature Selection Algorithm

In this section, we show how to effectively select the “good” in-
teracting feature at each step, which is the core part of our model.
From the view of gradient boosting, at each step s, we would like
to search a function f in the function space F that minimizes the
objective function:

N

L= 1(fs(x:), ) + Qf), (5.14)

1=1

where 9(x) = 75-1(x) + a;fs(x). In our GBFM, the function f is
set to factorized feature interactions like in FM. However, it 1s 1im-
possible to search all feature interactions to find the best one (i.e.,
decrease the objective function most) due to the high computational
cost. In order to find the desirable interacting feature, we propose a
greedy layer-wised algorithm to find the n-way interacting feature.
Our idea is as follows: suppose that there are n layers in total, at
each layer, we greedily select the feature C; that makes the objective
function decrease fastest. At the end, we will get the n-way interact-
ing feature. We assume that the function f has the following form:

l
fix) =] e, ), (5.15)
t=1



CHAPTER 5. GRADIENT BOOSTING FACTORIZATION MACHINES 121

where qc, ,, (x) is the function learned at layer ¢ with i(¢)-th context
feature selected. The ¢ function maps the latent feature vector x to
the real value domain. There are d elements in the feature set and
for each element we assign a weight wy; to it. The function qc,, (x)
is defined as:

qcz(t)( ) Z I[[] € X] Wi, (5.16)

J€Ci(1

where I is the indicator function. Although the ¢ function looks very
complex, in fact, in each instance there is only one non-zero element
corresponding to feature C;(;). The value of the ¢ function just takes
the weight corresponding to the non-zero element in feature Cj ;)
Take Figure as an example again, suppose we select feature
C; at layer ¢, then the ¢ function for first tuple is wy;.

Searching the function f to optimize the objective function in
Eq. can be hard for a general convex loss function /. The most
common way is to approximate it by least-square minimization [37].
We denote the negative value of the first derivative and the second
derivative at instance ¢ as g; and h;, respectively:

Ol(9s(x:), i)

g’l —_— N As X; :lAs—l x;) (5.17)
0gs(x;) VIt
O*1(Ys(xi), vi)
hl - aQS(Xz)2 QS(Xi):Qs—l(Xi)‘ (5.18)
The first part of Eq. (5.14) can be approximated as:
N

L = Zl(gs—l(xi)'i'gsfs(xi)?yi)

1= 1
; Ys—1 XZ gz(@sfs(xz)) + %hz(asfs(xl))z
(5.19)

Q
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Then Eq. (5.14) is equivalent to:

Zh (9i/hi — fo(x:))? + Q(fs)- (5.20)

By replacing the f; function with the function f defined in Eq. (5.15)),
we get the objective function for selecting n-way interacting fea-
tures. Even using heuristic functions, finding the best interacting
feature is still impossible. Instead, we learn the function f layer by
layer. At layer ¢, we assume that the functions qc,, , . . ., qc,,_,, have
been learned, i.e., f;_; has been learned, and we select the i(t)-th
feature, then we have:

fi(x) = fier(x) - qe) (%). (5.21)

Our problem is finalized to find the i(t)-th feature:

N
arg min Z hz(;q; fio1(x;) - qc, ., (x4)) 24\ Z 62.  (5.22)
i(t)e{l,...,m} i—1 1 0cO

Here we use L2-regularization to control the model complexity. To
obtain the feature (¢) that minimizes Eq. (5.22), we calculate the
q function for all features. Without loss of generality, we assume
the selected feature at layer ¢ is C;(). The problem is actually trans-
formed to estimate the weight for each n;(;) item in the feature C;(;

For a certain element j in C;(;), we denote its corresponding weight
as w;j. The solution for w;; 1s:

N
—argmmZh (gi/hi—fio1(x0)-1(j € x3)-w)* + w?. (5.23)

i=1
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We denote z; = g;/h; and let

N
a = Zﬂ(j € x;)zihi fr—1(xi),
i—1

N
b= D 16 € xi)hi(fra(x))*.
- (5.24)

Then the analytic solution for wj; is:

o a
b
Note that although we need to calculate the ¢ function for all fea-
tures, we can compute a and b for all features at the same time
by scanning the training data just once. After we get the ¢ func-
tion for all features, it is easy to select the best feature that satis-
fies Eq. (5.22). We repeat this process at each layer, at the end, we
can obtain the heuristic n-way interacting feature. Like FM, in our
method, we consider 2-way interacting feature only. The details of
the algorithm are shown in Algorithm [6]

(5.25)

wij

Algorithm 6 Greedy Feature Selection Algorithm

1: Input: Training Data S = {x;,y;}\,, context feature set C
2: Output: n-way interacting feature C;(yy, . . ., Ci(n)-
3: forl=1—ndo

4. A=0/ Ais the set of context features already selected
5:  Maintain two vectors a and b for all categorical values in C, both initialized to 0
6: for (x;,y;)in S do
7: compute tempa = z;h; f;_1(x;) and tempb = h;(fi_1(x;))?
8: forj=1—ddo
9: if x;; is non-zero and not in A then
10: add tempa to a; and tempb to b;
11: end if
12: end for
13:  end for

14:  Compute weights for all categorical features in C — A according to Eq. (5.23).
15: Select the feature C;;y according to Eq. @)

16:  Add feature C;(;) into A

17: end for
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Complexity Analysis

The computational complexity for Greedy Feature Selection Algo-
rithm is O(nN), where N is the training data size, and n is the
number of layers. At each layer, the best feature can be selected by
scanning the training dataset once as described in Algorithm [ Usu-
ally, n < N and in 2-way FM, n = 2. So the computational cost
for Algorithm|6]is O(N).

In Algorithm [3] the estimation for V), and V,, is usually carried
out by stochastic gradient descent (SGD). The complexity for this
part is O(kN), where k is the number of iterations. In total, the
complexity for GBFM is O(SN + kSN ), where S is the number of
boosting steps as stated in the algorithm. The computational com-
plexity is still linear to the training dataset size.

In addition, GBFM can be speedup by multi-threading and par-
allelization. The computation of first and second derivatives can be
decoupled, thus the derivatives can be easily computed by multi-
threading or by a cluster of computers. The gradient of Eq.
also can be decoupled and parallelization is possible for Algorithm[5]

Discussions

In this section, we first discuss the insights of our heuristic func-
tion f in Eq. (5.15), which is the key part of Algorithm [ Then
we discuss the relationship between the proposed GBFM and other
state-of-the-art methods. At last, we discuss some variants of our
model.

Insights of heuristic function f: The main idea of our algorithm
is that at each layer we greedily select a context feature C; according
to Eq. and we compute the corresponding weight vector, 1.e.,
qdc,- We can regard it as the low rank latent feature matrix for feature
C; like in FM with the latent dimension k¥ = 1. Then the heuristic
function f is an instance of CANDECOMP/PARAFAC (CP) decom-
position [39] with £ = 1. We greedily use this f function to choose
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interacting features. In practice, for large-scale datasets in the in-
dustry, we can additively use this function f as the “weak learner”
instead of (V,,, V) to quickly find useful interacting features, since
the computational cost is relatively low.

Relation to Factorization Machines: The Factorization Ma-
chines (FM) model is a strong baseline method for context-aware
recommendation [106]. The main difference between our model
and FM 1s that FM models all interactions between context features,
while our method only considers part of them. For example, in Fig-
ure the rating prediction function of FM is:

g(x(u,i,c3)) = wo~+ wy + w; + we, + (Vy, Vi)
+ (Vu, Vey) + (Vi, Ve, ). (5.26)

However in our GBFM, we may only consider the (user,item) and
(user,mood) interaction pairs. If the interacting feature (item,mood)
is actually not useful, then the term (v;, v.,), which is the weight
for feature x;x.,, will introduce noise for the prediction function.
Another difference is that in our algorithm, we additively learn the
latent feature matrices, which are not shared to compute other factor-
ization weights. For example, suppose that we select the (user,item)
pair in the first step and the (user,mood) pair in the second step, the
latent feature matrix V,, is not the same. It may lose the advantage
of generalization compared with FM.

Relation to GBMF': Gradient Boosting Matrix Factorization [26]
is the state-of-the-art model, which is a general functional matrix
factorization using gradient boosting. GBMF is under the frame-
work of matrix factorization [112]. The model assumes that the
user/item latent low rank matrix is functional and each time a func-
tion f is added to the latent dimension Uj. Different from GBMEF,
our model is under the framework of Factorization Machines and we
use gradient boosting to greedily select “good” interacting features.
Another difference is the construction method of high-order cate-
gorical features. In our algorithm, we can efficiently find the “best”
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features according to Algorithm [6] while their binary splitting tree
algorithm may fail for categorical features since the cost for finding
the best binary split is exponential.

Variants of our GBFM: There are several variants of our pro-
posed GBFM. In this chapter, we only use the 2-way interacting
feature like in FM. It can be easily extended to n-way FM by se-
lecting the n-way interacting feature. Another variant is that we can
fully optimize the selected interacting features instead of additively
optimizing interacting features one by one. We refer to this variant
as GBFM-Opt. The difference between GBFM-Opt and FM is that
GBFM-Opt only considers some “good” selected 2-way interacting
features, while FM considers all of them.

5.4 Experiments

In this section, we empirically investigate whether our proposed
method can achieve better performance compared with other state-
of-the-art methods with large number of context features. Further-
more, we would like to examine whether the interacting features se-
lected by our algorithm are more effective compared with pairwise
interactions in FM.

5.4.1 Datasets

We conduct our experiments on two datasets: a synthetic dataset and
a real world dataset, 1.e., the Tencent microblo.

Synthetic data: Since there are few public datasets that have
many context features. We construct a synthetic dataset for compar-
ison. The data generation process is as follows: assume that we have
m context features and each context feature C; has n; values, we gen-
erate the latent context features from zero-mean spherical Gaussian

Zhttp://kddcup2012.org/c/kddcup2012-track 1/data



CHAPTER 5. GRADIENT BOOSTING FACTORIZATION MACHINES 127

Table 5.1: Statistics of datasets

Dataset # Users | #ltems | #Observed Entries
Synethic data 1000 1000 16270
Tencent microblog | 2.3M | 6095 73 M

as follows: ,
V{ ~ N(OK, 0'21[(),

where j = 1,...,n;, Og 1s a K-dimension vector with all elements
set to 0, and I is the K x K identity matrix. We also generate
the weight vector w ~ N(0g;1,02I441), where d = > 7" n;. We
incorporate the global bias into the weight vector. Then we select
several 2-way interacting features. We denote the set of interacting
features as F. Then the rating is obtained by rescaling the sigmoid
function value from 1 to D by:

y(x) = szxz—i— Z ZZH[Z]GX p1,VJ>

(p1.p2)€F 1€Cyy JECpy

y(x) = [g(y) x DI,
where D is the rating scale, and g(x) = 1/(1 + exp(—x)). In our
experiments, we set the number of context features m = 10, latent
dimension K = 5, rating scale D = 5 and feature value size n; =
1000.

Tencent microblog dataset: Tencent microblog is one of the
largest social media services in China like Sina Weibo and Twit-
ter. The dataset is designed for KDDCup 2012 competition and it
contains the celebrity recommendation records of about 2.3 million
users over a time period of about two months. In this dataset, the
celebrities are regarded as items for recommendations. The system
recommends a celebrity to a user at a certain time and the user’s
response is either “accept” or “reject”. The dataset contains rich
context information such as the user’s age and gender, the item’s
category, time information, etc. We can also extract the session in-
formation such as the number of recommendation records before
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current recommendation. The dataset is split into the training data
and the test data by time. The test data are furthermore split into a
public set and a private set for independent evaluations. The dataset
1s extremely sparse with only about two positive records (i.e., accept
the recommendation) for each user. Besides, nearly 70% of users in
the test data are never occurred in the training data.

Table shows the statistics for both the synthetic dataset and
the Tencent microblog dataset.

5.4.2 Setup and Metrics

We randomly remove 20% of dataset as the test data and the remain-
ing 80% data as the training data for the synthetic data. We repeat
the experiments five times and report the average result. For the
Tencent microblog data, the dataset is already split into the training
data and the test data. We further use the 1/5 training data as the
validation data to tune parameters. We conduct evaluations on the
public test dataset. We extract 18 features from the data, including
user, item, the number of tweets, the number of followers/followee
numbers, etc. We treat all of the features as categorical features.

For the synthetic dataset, we use two metrics, Mean Absolute Er-
ror (MAE) and Root Mean Square Error (RMSE), to measure the
prediction quality of different methods. MAE and RMSE are de-
fined as follows:

N Y
RMSE = \/ Zi@%_y”y, (5.28)

where NV is the number of training instances.
For the Tencent microblog data, Mean Average Precision (MAP)
1s used as the metric:

N
MAP@k = ) " ap@k;/N, (5.29)
1=1
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where N is the number of users, and ap@Fk is the average precision
at k for the user:

k
ap@k = Z P(i)/(number of items clicked in m items), (5.30)
i=1

where P(i) is the precision at cut-off 7 in the item list.

5.4.3 Performance Comparison
In our experiments, we compare the following methods:

e PMF: this method is well known in recommender systems and
proposed in [[112]. It only uses the user-item matrix for recom-
mendations.

e Context-aware FM: this method is proposed in [106]. It is a
strong baseline method introduced in Section [5.3.2]

e GBFM: this method is our newly proposed model, which is
described in Algorithm [3]

e GBFM-Opt: this method is a variant of our GBFM, which is
discussed in Section [5.3.3] When the training process stops
after S steps , we can obtain .S interacting features. We fully
optimize these .S interacting features.

For GBFM, we use 1-way feature linear model as the initialized pre-
diction function. Grid search is applied to find the regularization
parameter \. We set it to 0.1 for the synthetic data and 0.8 for the
Tencent microblog data. The latent dimension £ is set to 5 and 10
for the synthetic data and the Tencent microblog data, respectively.
We use square loss for the synthetic data and logit loss for the Ten-
cent microblog data. The detailed comparison results are shown in
Table 5.2l and Table 5.3
From the tables, we can observe that:
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Table 5.2: Results on the synthetic data in RMSE and MAE

Method RMSE MAE

PMF 1.9881 1.7650
FM 1.9216 1.6981
GBFM 1.8959 1.6354
GBFM-Opt | 1.8611 1.5762

Table 5.3: Results on the Tencent microblog data in MAP
Method | MAP@1| MAP@3| MAP@5
PMF 22.88% | 34.50% | 37.95%
FM 24.36% | 36.77% | 40.32%
GBFM | 24.62% | 37.17% | 40.90%

ggtFM’ 24.66% | 37.23% | 40.98%

e Both our proposed GBFM and GBFM-Opt model achieve bet-
ter performance on both the synthetic data and the Tencent
microblog data in terms of all metrics compared with PMF
and FM. On the synthetic data, FM gives 0.066 reduction over
PMF in terms of RMSE, and GBFM further gives 0.026 re-
duction over FM. Since the synthetic data are generated from
part of 2-way feature interactions, the results reveal that our
proposed GBFM can learn “good” interacting features. While
on the Tencent microblog data, FM improves 2.25% in terms
of MAP@3 compared with PMFE. GBFM can still be able to
improve the performance by 0.4%. This result verifies our as-
sumption that selecting “good” features is better than consider-
ing all of pairwise interacting features.

It is not surprising that the performances of FM, GBFM and
GBFM-Opt are much better than PMF. It reveals the impor-
tance of utilizing auxiliary information on context-aware rec-
ommendation. It is even more critical on the Tencent microblog
data since most of users in the test data do not exist in the train-
ing data, which is “cold-start” users for PMF. But our models
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can deal with these “cold-start” users very well, since we can
make use of the context features effectively.

e The performance of GBFM-Opt can illustrate whether the se-
lected interacting features are useful for recommendations. We
can observe that on both datasets, GBFM-Opt can achieve even
better performance than GBFM. On the synthetic data, GBFM-
Opt improves a lot (0.035) compared with GBFM in terms of
RMSE, while on the Tencent microblog data GBFM-Opt is
slightly better than GBFM. The results reveal that the features
selected by our GBFM is quite useful compared with consid-
ering all the pairwise interactions. Recall the discussions we
conducted in Section[5.3.3] compared with GBFM-Opt, GBFM
loses the advantage of generalization, which may be the main
reason why GBFM-Opt is better than GBFM. Compared with
the synthetic data, the Tencent microblog data are much sparser
thus it is not easy to benefit from generalization, which explains
why GBFM-Opt only improves a little compared with GBFM
on the Tencent microblog data.

5.5 Conclusion

In this chapter, we proposed a novel model called GBFM, which
incorporated the interacting feature selection algorithm with Factor-
ization Machines into a unified framework. Experiments on both
synthetic and real datasets showed that our model can effectively
select “good” interacting features and achieve better performance
compared with other state-of-the-art methods.

There are several interesting directions worthy of consideration
in the future: 1) we would like to explore how to find high order
features; 2) we are interested to extend our GBFM with better high
order feature selection algorithms; 3) it is also interesting to explore
how to effectively deal with other features apart from categorical
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features.

O End of chapter.



Chapter 6

Conclusion

In this chapter, we summarize the main contributions made in this
thesis and discuss several potential directions.

6.1 Summary

Collaborative filtering techniques, which focus on the user-item rat-
ing matrix only, cannot provide accurate recommendations when
data are very sparse. Fortunately, location information and other
context information can be easily gathered due to the rapid devel-
opment of mobile devices and ubiquitous Internet access, which can
be employed to alleviate the data sparsity problem. In this thesis,
we made contributions to solve problems in recommender systems,
in which the data are very sparse while location and context infor-
mation can help improve recommendation performance. To each of
these problems, we identified the properties of the data and designed
practical models and algorithms for them. Through our experiments,
we demonstrated the merits of our algorithms compared with other
state-of-the-art methods.

Specifically, in Chapter [3 we proposed a unified POI recom-
mendation framework in LBSNs, which fused user preference, ge-
ographical influence and personalized ranking together to alleviate
the data sparsity problem. In order to capture the geographical in-

133
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fluence, we carefully studied the users’ check-in data and proposed
a novel Multi-center Gaussian Model (MGM). Then we proposed
a framework to incorporate matrix factorization with MGM. In this
way, we fused user preference and geographical influence. Besides,
users are more interested in top 10 or 20 results in recommender sys-
tems, which makes personalized ranking important. To take person-
alized ranking into account, furthermore, we proposed two methods
to incorporate MGM with BPR in two different approaches. Our
methods outperformed other state-of-the-art methods since all of
them do not consider the geographical influence, user preference
and personalized ranking together. The experimental results also il-
lustrated that our models can relieve the data sparsity problem com-
pared with traditional matrix factorization models.

In Chapter 4, we considered another problem in LBSNs with
sparse data, i.e., successive POI recommendation, which provided
recommendations for users in the near future. The general POI rec-
ommendation problem in Chapter [3] is time unaware. We provide
recommendations to users based on the whole check-in histories,
which does not consider the difference between check-ins at differ-
ent time. On the other hand, in successive POI recommendation, the
recommendation results are heavily relied on the previous check-
ins. In order to consider the temporal effect, specifically, we de-
veloped two novel matrix factorization models, i.e., FPMC-LR and
FPMC-LTT, based on the two prominent properties in the check-in
sequence: personalized Markov chain and region localization. Both
FPMC-LR and FPMC-LTT embedded personalized Markov chain
and region localization with the user preference. Since users would
like to check in POIs near to previous check-ins, considering region
localization can alleviate the data sparsity problem by filtering out
far-away POIs. FPMC-LTT modeled personalized Markov chain on
topic-wise level, while FPMC-LR modeled on location-wise level.
FPMC-LTT outperformed FPMC-LR since the location transition
data in location-wise level are too sparse in LBSNs while modeling
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on topic-wise level can alleviate the sparsity problem. As both our
models considered the properties of the LBSNs data and embedded
them in the models, our models performed much better than other
state-of-the-art methods.

Finally, in Chapter|[5], we explored to employ context information
effectively in recommender systems with sparse data. Traditional
matrix factorization methods focus on the user-item matrix only,
while context information can be employed to improve recommen-
dation performance and overcome the data sparsity problem. Thus,
context-aware methods are proposed to consider context features.
However, most of context-aware methods model pairwise interac-
tions between all features. In practice, not all the pairwise feature
interactions are useful. Thus, selecting “good” interacting features
effectively is very challenging. To address this challenge, we pro-
posed a novel Gradient Boosting Factorization Machines (GBFM)
model to incorporate the feature selection algorithm with Factor-
ization Machines into a unified framework. Compared with other
state-of-the-art methods, our model demonstrated its effectiveness
since our model can effectively select useful interacting features, es-
pecially in recommendation systems with tens of context features.
Besides, since our model can select effective context features, our
model can relieve the cold-start problem as well, which cannot be
solved by traditional recommendation methods such as PMF.

6.2 Future Work

Although a substantial number of promising achievements on tech-
niques and their applications have been presented in this thesis, there
are still numerous open issues that need to be further explored in the
future.

Firstly, we plan to investigate how to design more effective sam-
pling strategies for negative samples in POI recommendation. POI
recommendation belongs to one class collaborative filtering (OCCF)
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and most OCCF methods use simple sampling strategies for nega-
tive samples such as uniform sampling. There is no sampling strat-
egy specially designed for POI recommendation in which geograph-
ical influence needs to be considered. This direction could be very
interesting and can alleviate the data sparsity problem in POI rec-
ommendation.

Secondly, we would like to explore how to use techniques from
topic modeling, such as LDA, to utilize the content information in
LBSNs to improve both POI recommendation and successive POI
recommendation. We have the users’ comments for POIs. Apply-
ing topic models on these comments, we can obtain the latent topic
space for POIs even when a POI receives few check-ins. Combining
matrix factorization methods and topic modeling in POI recommen-
dation can improve recommendation performance as well as allevi-
ate the cold-start problem.

Thirdly, we plan to investigate how to explore high order Markov
chain to improve recommendation performance in successive POI
recommendation. In our method, for simplicity, we only consider
the first order Markov chain. High order Markov chain would make
the model more complicated but can potentially improve the per-
formance. It is interesting to explore methods to balance the two
factors.

Fourthly, for context-aware recommendation, we would like to
explore other methods for finding effective high-order interacting
features. In our method introduced in Chapter[5| we use a greedy al-
gorithm to find 2-order interacting features, while in practice, some
higher order feature is also useful. However, the space of higher or-
der features grows exponentially with the number of orders, which
makes it very challenging to figure out good ways to find effective
high order features.

O End of chapter.
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