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How Social Media Change Our Life?

Kitchen table conversation Online social networking

WANG, Yue
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Social Media is Connecting the World

g8, Donald J. Trump &

oy

3.5 billion users (45% of the population)
* 3 hours per day

Investigators Dispatched After Fulton County Discovers 'Issue' with B...
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s -
Laafe ARBR Vo

11890 21:42 R E 18 weibo.com B4
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32M like this - Political Candidate
47 mins - @ - William Barr in a memo issued on Monday authorized

the Justice Department (DOJ) to look into voting irregularities in...

e
breitbart.com A
AG William Barr Authorizes DOJ to Look into Voting v:-;g
Irregularities ‘o
v{

A 8 @ 4 ZHLE
Joe Biden is the projected winner of the 2020 US X

8.6K Comments

President Trump makes
remarks

5 T W 4 587 ] 656 ) 7686

Sina Weibo

https://www.oberlo.com/blog/social-media-marketing-statistics

Facebook
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Social Media is Everywhere

e N
How to automatically understand the

massive amount of social media content?

Information sharing Entertainment Marketing

WANG, Yue Neural Keyphrase Generation for Social Media Understanding 480



How to Understand Social Media Content?

Q‘ #TREN.[.IINGNUW A

Microblog search Trending topic discovery Sentiment analysis

WANG, Yue
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Problem Definition

ff;f- ACL2019
Bl @ACL2019_ltaly

Congratulations to all authors who have a paper accepted
at ' We can't wait to welcome you in
wonderful Florence. * Hashtags > Keyphrases

* Pressing need: there are only 15% of tweets containing hashtags
* Keyphrase generation: E.g., “#ACL2019nlp” > {“ACL”, “2019”, “nlp”’}

Keyphrase y;
; H \
[ Source Post x ]—[ Automatic Reyphrase Keyphrase y,

Generation (KG) Model

Keyphrase y;

WANG, Yue
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Present and Absent Keyphrase

* Present keyphrase

gf""“: ACL2019 @ACL2019_ltaly - May 14, 2019

™ Congratulations to all authors who have a paper accepted at
u I We can't wait to welcome you in wonderful Florence.

Congratulations to all authors who have I l I [
[ a paper accepted at ACL 2019 nlp! ... KG Model ACL 2019 nip ]

* Absent keyphrase

(ﬁ Colin Hanks €& @ColinHanks - Feb 7, 2011

j ¢ Somewhere, a wife that is not paying attention to the game, but who
Loves Fashion, says "l want the team in yellow pants to win"

Somewhere, a wife ..., says "l want the I [
[ team in yellow pants to win.” I l KG Model Super bowl ]

More difficult!
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Previous Method

Keyphrase
Prediction

\ 4

{ Extraction 1 {Classification} [ Generation W

Method Method Method J
[Zhang et al., EMNLP 2016] [Gong et al., JCAI 2016] [Meng et al., ACL 2017] Social
[Zhang et al., NAACL 2018] [Huang et al., COLING 2016] [Chen et al., AAAI 2018] media
[Zhang et al., [JCAI 2017] [Chan et al., ACL 2019] domain
. . /N v / Ours
Cannot predict keyphrases out of the source Scientific article domain

sequence and predefined candidate list

WANG, Yue
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Keyphrase prediction in social media
is challenging!

WANG, Yue
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Challenge — Huge Volume

* Facebook: 4 million posts per minute

* Twitter: 21 million posts per hour

. - Big Data In Social Media
* Weibo: 130 million posts per day )

700 million o
monthly users x 1.3 billion
accounts

40 billi
pict:lrlgs @ | > 310 million
B hiRion Tiae. P u monthly users
.2 billion likes

everyda
yaay 6000 tweets

95 million photos - per second
added everyday

w 1.9 billion
8 billion video == WL
views everyday m e S
we | f 1.28 billion
daily users
510,000 comments Q
every minute

350 million photos
added everyday

WANG, Yue

Neural Keyphrase Generation for Social Media Understanding 10/ 80




Challenge — Data Sparsity

* Informal style
* Short in length
* Syntax errors

Example Tweet

lo|~~

fearless man We -)
keep [fffffffighting| @ StephenCurry30

WANG, Yue
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Challenge — Multimedia Data

2010

’ ° s, Donald J. Trump & @realDonaldTrump - Sep 10, 2010
o W h a t S t h e I a r e S t d lffe re n C e \ Coming up soon: The two hour premiere of The Apprentice. Next
Thursday, September 16th, at 9 pm on NBC. http://bit.ly/boMB4CH

) 16 1l 64 QO 19 0

S v L

in Twitter content in 2010 and A rot————

My interview last week with Greta van Susteren is ava|lable here in slightly

2 O 2 O 7 abridged form. http://bit.ly/96ztOA Good info to know about.
o (

O 137 T 44 O 3 A

Donald J. Trump & @realDonaldTrump - Oct 15, 2010

* M a n y m O re tW e etS C O n t a i n B3 AnHR solutions comp;any polled 1,000 employed adults to find out who

would make ideal bosses... http://bit.ly/9uP9v;j

multimedia data! o

Donald J. Trump & @realDonaldTrump - Nov 29, 2010

Congratulations to Evan Lysacek for being nominated Sl sportsman of the
year. He's a great guy, and he has my vote!

O 10 0 49 QO 15

) A - t I 1 27 t t Donald J. Trump & @realDonaldTrump - Oct 1, 2010 000
p p ro X I l I I a e y (o) W e e S X Read Ivanka's blog about last night's Apprentice on Entertainment Weekly

...http://bit.ly/bMNF72

are accompanied by images

WANG, Yue
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Donald J. Trump & @realDonaldTrump - Oct 24

If 1 do not sound like a typical Washington politician, it's because I'm NO
a politician. If | do not always play by the rules of the Washington
Establishment, it's because | was elected to fight for YOU, harder than
anyone ever has before!

Q) 1473k

Donald J. Trump & @realDonaldTrump - 14h
Great to be in Ohio, leaving now for Wisconsin. See you in a little while!

@ Ryann McEnany @RyannMcEnany - Oct 13
My POTUS @realDonaldTrump

0:08 11.5M views

Q) 77K



Our Solution

?

Example

Thank you fox for showing the good sposmanship segment!
Imp.licit That’s what it should always be like. #SuperBowl Explicit
topic @ Explicit image

conversation
Replying messages forming a conversation
Sports [T1] Bet you are happy dancing right about now lol! You are the

biggest Steelers fan | know, so | have been thinking of you tonight.

[T2] Thank you! That’s a huge compliment. They have won a lot this
season. It would have been poetic to end the season that way.

[T3] Yes, just think of all the money you will save, not having to buy
all the SuperBowl champions gear.

WANG, Yue
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Thesis Contributions

Social Media
Keyphrase Generation

Encode
implicit contexts

— e o e e e o el e e e M M e e e e

Encode
explicit contexts

W1: “Topic-Aware Neural Keyphrase
Generation for Social Media Language”

W2: “Microblog Hashtag Generation
via Encoding Conversation Contexts”

o T o mm e e O Em e o e o e e e o,

N
W4: “VD-BERT: A Unified Vision and Y
Dialog Transformer with BERT”
(Chapter 6)
[EMNLP 2020]

A

\ 4

W3: “Cross-Media Keyphrase Prediction: A Unified
Framework with M3H-Att and Image Wordings”

o o o o e e e o e e e o e e

| 1

I 1

1 1

| (Chapter 3) (Chapter 4) i (Chapter 5)

| [ACL 2019] [NAACL 2019] : [EMNLP 2020]

I I

| ! .

'\ Single modality: text-only '\ Multi-modality: text-image /
Neural Keyphrase Generation for Social Media Understanding 14 [ 80




Thesis Contributions

Social Media
Keyphrase Generation

o T o mm e e O Em e o e o e e e o,

Encode Encode )/ W4: “VD-BERT: A Unified Vision and .

. L. .. Dialog Transformer with BERT”
implicit contexts explicit contexts (Chapter 6)

[EMNLP 2020]

A

—— ol o e e e e e e R R e R R R R R M R e e fhn e e e e e e e e ey,

o o o o e e e o e e e o e e

/, L A \\ :
I
:' W1: “Topic-Aware Neural Keyphrase W2: “Microblog Hashtag Generation : I | W3: “Cross-Media Keyphrase Prediction: A Unified
i |Generation for Social Media Language”| | via Encoding Conversation Contexts” : . | Framework with M3H-Att and Image Wordings”
: (Chapter 3) (Chapter 4) v (Chapter 5)
! [ACL 2019] [NAACL 2019] Lo [EMNLP 2020]
I I
[ : |
| o 3 I \ . ° °
! Single modality: text-only ;. Multi-modality: text-image
\\ /7 \\ - ,/
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Outline

* Topic 1: Topic-aware Keyphrase Generation
* Topic 2: Conversation-aware Keyphrase Generation

* Topic 3: Unified Cross-media Keyphrase Prediction

e Conclusion and Future Work

WANG, Yue
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Outline

* Topic 1: Topic-aware Keyphrase Generation

WANG, Yue
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Motivation

Example ?

Somewhere, a wife that is not paying attention to the game, says "I
want the team in|yellow pants] to win.”

Relevant tweets
[T1] | been a steelers fan way before black & yellow and this super bow!!

[T2] | will bet you the team with yellow pants wins.

[T3] Wiz Khalifa song “black and yellow” to spur the pittsburgh steelers and
Lil Wayne is to sing “green and yellow” for the packers.

* By looking at other tweets with a similar topic, we can infer “Superbowl”
* Latent topics learned from the corpus can alleviate the data sparsity

WANG, Yue
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Methodology

on TEE Emm S O R M O M e e e - - = - = -,

‘ S Encod N 2 s
: equence cncoaer \l‘f\ ! Cj @ \I
| %) a; LN )
C3d .3 C1: [0 - —[eru o
I 7 3
Seqzseq E GRU [+ GRU [« -+ GRU |[! < , 6 > i
v 1 1 IR W |
3 | ! Topic-aware Decoder ,
. . . Xseq ! N y
Jointly train SoIooozozozozozozozolo o Soooooooooo-ol
/ e [ fe -—e [ f¢ ——— e \\
i ilels s :
| Ju — E :
NTM :xbow * Pl P % :H_:' » P > x;)ow:
I ———
: fa :
A I | |
U= Neural TopicModel _ I
Post in word index X,
Input : >[ Keyphrase: (y1, ¥, .-, ¥jy|)
Post in bag of words xp,,,

WANG, Yue

Neural Keyphrase Gener

ation for Social Media Understanding

Output

19/ 80



Methodology

Neural Topic Model (NTM)
* Proposed by [Miao et al., ICML 2017]

* BoW Encoder
* Prior latent variables

_____________________________________ ‘U= fu(fe(xbow))
’ - * 1080 = f5(fo(Xpow))
* BoW Decoder

X} Xpow .
ow . * Draw latent variable z~N(u, 6*)
I
L N * Topic mixture @ = softmax(fg(2))
* For each wordw € x:
BoW Encoder BoW Decoder + Draw word w~softmax(f,(6))
Neural Keyphrase Generation for Social Media Understanding 20/ 80




Methodology

e e e e e e e e o T o ey,

g sequence Encoder %" ¢ @p \ Seq25eq keyphrase generation model
™ 1 en

2 ‘EFJ ¥ " 1« Global vocabulary:

I ) : cos m— GRU - |

i GRU [+ GRU | -« GRU E : 7} ) : pgen —_ SOftma/x(Wgen [S]; CJ] ‘|‘ bgen)

1 f I I |

L ~ | L ! Topic-aware Decoder , x|

Seemoooo-l e ettty S I » Local extractive distribution: {; };—;
* Generation with copy mechanism:
* Proposed by [See et al., ACL 2017]
x|
Pj = )‘j Pgen ‘|‘ E gy

Neural Keyphrase Generation for Social Media Understanding 21/ 80




Methodology

o T o o e o

4 Sequence Encoder \ 4

-

- —— o ———

- e e e e e e e —

WANG, Yue

\

|

I

I

I

- I
/ :
I

I

I

/

\

.. —» GRU = -

Topic-aware Decoder

\ /

____________

How to feed the topic 6 into the
keyphrase generation model?

* Three paths

Decoder state: s; = fery(|w; 0], 5j-1)
Attention: f, (-) = vhtanh(W,|h;; sj; 0] + bg)

Copy switch: 4; = U(W,l[uj; Sj; Cj; 9] + b;)

Neural Keyphrase Generation for Social Media Understanding 22 /80



Methodology

o T o o e o o T o ey,

,'/ Sequence Encoder A ,', ¢ @ \\\ . . . .
P TP 3 .« End-to-end joint training
: : I «.—» GRU p}— - : o
i s S e ETE Lxras = Dica(0(a) | (2 %) ~Eya (x| )
'|_GRU_[*{ GRU [« -+ GRU |, . : |
I i 1 t : : I
"\\I-_______fieg ________ |,/, l\‘llof)ic_ai/v_ar_e_[ie_ccid_e,rl, »CKG — Z 10g P?“ yn ‘ Xn, ))
R e ) T Y ENTM +,Y Lic
- AL

* Inference

=
(=
Qo
3
\ 4
v
v
T}jﬁp
1 ]
1 1
1 1
I N = T
¥
v
v
=
cl\
Q
<
\Q
£3

g A"/ C T AB
A I A A @xf, XD §:®
SO = Neural Topic Model __—_—_ __ _ » Beamsearch <o E
Ll LE
\D . w
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Datasets

* We newly construct three datasets in both English and Chinese

StackExchange=

—

WANG, Yue

#of Avglen "# of KP | Source

Source posts
posts per post |per post | vocab
Twitter 44,113 19.52 1.13 | 34,010
Weibo 46,296 33.07 1.06 | 98,310
StackExchange | 49,447 87.94 k 2.43 J 99.775
Avg len % of  Target
Target KP KP| per KP abs KP  vocab
Twitter 4,347 1.92 71.35 4,171
Weibo 2,136 2.55 75.774 2,833
StackExchange | 12,114 1.41 54.32 10,852

* KP>Keyphrase
Neural Keyphrase Generation for Social Media Understanding 24 [ 80



Datasets

#of (Avglen Y#of KP Source

Source posts
posts | per post |per post  vocab
Twitter 44,113 19.52 1.13 34,010
Weibo 46,296 33.07 1.06 98,310
StackExchange | 49,447 \ 8794 ) 243 99,775
4 NAvglen [ % of ) Target
Target KP KP| per KP | abs KP | vocab
Twitter 4.3477 1.92 71.35 4,171
Weibo 2,136 2.55 75.774 | 2,833
StackExchange | 12,114 ) 1.41 \ 54.32 )10,852

* StackExchange has much longer text and more unique keyphrases

 High absent keyphrase rates (over 50%)

WANG, Yue

Neural Keyphrase Generation for Social Media Understanding
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Main Results

Model

Twitter

Weibo

StackExchan;_;e

’ Baselines
MAJORITY
TF-IDF
TEXTRANK
KEA

Fl@l1

9.36
1.16
1.73
0.50

F1@3

11.85
1.14
1.94
0.56

MAP

15.22
1.89
1.89
0.50

Fl@l1

4.16
1.90
0.18
0.20

F1@3

3.31
1.51
0.49
0.20

MAP

5.47
2.46
0.57
0.20

F1@3 F1@5 MAP
1.59
12.61
4.76

1425 )

1.79
13.50
6.03
15.80

1.89
12.74
8.28
15.23

State of the arts
SEQ-TAG

22.79+03

12.27+02

22.44+03

16.34+02

8.99+0.1

16.53+03

17.58+16 12.82+12 19.03+13

SEQ2SEQ
SEQ2SEQ-CoPY
SEQ2SEQ-CORR
TG-NET

34.10+05
36.60+1.1
34.97+0s

26.01+03
26.79+05
26.13+04

41.11+03
43.12+12
41.64+05

28.17+17
32.01+03
31.64+07

20.59+09
22.69+02
2224405

34.19+17
38.01+0.1
37.47+0s

2299103 20.65+02 23.95+03)
31.53+01 27.41+02 33.45+0.1

30.89+03 26.97+02 32.87+06
32.02+03 27.84+03 34.05+04 )

| Our model

38.49+03

27.84+0.0

45.12+02

34.99+03

24.42+02

41.29+0.4

33.41+02 29.16+01 35.52+0.1

* Social media keyphrase prediction is challenging

* Seq2seg-based keyphrase generation models are effective

* Latent topics are consistently helpful for indicating keyphrases

WANG, Yue
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Present and Absent Keyphrase Prediction

90

(a) Present F1@1 (%)

N
o
1

(b) Absent R@5 (%)

20 -

* Our model achieves comparable or better performance in both settings

(0]
o
1

N
o
1

D
o
1

)]
o
L

I

Seq-Tag
Seq2Seq

mmm Seq2Seq-Copy
W= Seq2Seq-Corr

= TG-Net

Our model

N
o
L

w
(¢}
1

w
o
1

25 A

1
Twitter Weibo StackExchange
Seq2Seq
= mmm Seq2Seq-Copy
mmm  Seq2Seq-Corr
mmm TG-Net
Our model
I
- '.L
Twitter Weibo StackExchange

* Copy mechanism sacrifice the absent keyphrase prediction performance for
better predicting the present ones.

» =>» Latent topics help to alleviate such side effect

WANG, Yue

Neural Keyphrase Generation for Social Media Understanding

27/ 80



Latent Topic Analysis

* Topic coherence (C, scores) * Top words for “super bowl” topic
[ DA bowl super quote steeler jan watching
Datasets Twitter StackExchange egypt playing glee girl
LLDA 41.12 35.13 BTM bowl super anthem national christina
BTM 43.12 43.52 aguilera fail word brand playing
NTM 43 82 43 .04 NTM super bowl eye protester winning
Our model | 46.28 45.12 watch halftime ship sport mena
Our bowl super yellow green packer steeler
model | nom commercial win winner

Red and underlined words indicate non-topic words

WANG, Yue
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Case Study

S &
e N & &8
Q\& Q"ﬁ ’5{,& Q@
Somewhere, a wife that is not paying > —1 ! ! !
attention to the game, says "l want the Lz_ L super
team in yellow pants to win.” g
§ ~- bowl
4
Our model correctly predicts “super bow!”, S - super
. . . . =
while seq2seq-copy without topic guidance =
wrongly predicts “team follow back” % - bowl
Why? Visualize attention! |:> 15t Topic | |steelerinational team [packer|win
Neural Keyphrase Generation for Social Media Understanding 29 /80




Summary

* We propose the first topic-aware keyphrase generation
model that allows end-to-end training with latent topics

* We newly construct three large-scale social media datasets in
both English and Chinese for this task

* Extensive experiments demonstrate the effectiveness of our
proposed model for understanding social media language

WANG, Yue

Neural Keyphrase Generation for Social Media Understanding




Outline

* Topic 2: Conversation-aware Keyphrase Generation

WANG, Yue

Neural Keyphrase Generation for Social Media Understanding 31/ 80




Motivation

Example .

“This Azarenka woman needs a talking to from the umpire her weird noises
N are totes inappropes professionally.”

[R2] On the topic of noises, | was at the Nadal-Tomic game last night and | loved
how quiet Tomic was compared to Nadal.

[R3] He seems to have a shitload of talent and the postmatch press conf. He
showed a lot of maturity and he seems nice.

[R4] Tomic has a fantastic tennis brain...

* From the user conversation, we can imply its keyphrase: AusOpen

WANG, Yue Neural Keyphrase Generation for Social Media Understanding 32/80




Methodology

Aus Open <EOS>
* Input
GRU »| GRU » GRU p
i » Target post: (x7, x5, ...,xlxpl)

Hashtag decoder <sos> Open

« Conversation: (x{, x5, ... ,x|CxC|)
* Combine user replies sequentially

vP ; : v
/Merg\ Merg\ : /Mergd\  /Mergd\
_1 1 ij f
=== R L - [ )
e (3 : ‘= » ° Output
R — * Keyphrase: (y1, y2, ..., ¥jy|)
fommmd o : I 4 . (:Ausopenne “AUS Open”
P o | e h N L Lo 1
h LI\!?:F_!/L_l\I;EI_/I _____ J\__;L:/U L\I_?r_!/L_lCIEF:I;’_____l\EU hc
GRU |~ GRU |+ -+ GRU GRU [*] GRU [+ - < GRU
The Azarenka ... professionally How annoy brain
Post encoder Conversation encoder
WANG, Yue Neural Keyphrase Generation for Social Media Understanding 33/80




Methodology

Post encoder
* h? = BiGRU(xP)

Conversation encoder
* h¢ = BiGRU(x°)

Bi-attention (bi-att)

R R g [ QR ——
I I 1 I I 1
' , o . ¢ _ _ exp(fscore(hi h}))
T ST expfucore (DA
hP =1 score(l; .M j;
- Interaction e af = exp(fscore(h?,hf )
G?U + G?U > oo+ G?U < ] Zl:’czll eXp(fscore(hzij,;hJC-)),
The Azarenka . professionally ° fscore (h?, hjc) — h? Wbi—atth§

Post encoder

WANG, Yue
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Methodology

Conversation-attentive vector

|x| c c
Z thJ

) Post-attentive vector

v°
D _ prl D
) * T =) h
+ o= ———n )
| I uorP
| | — | Merge layer
(oot . | oo . _ _
= = L L = v? = tanh(Wp [R";7°] + by),
Dy =17 = b= S | [ A= ° vcztanh(wc[hc;rp]_l_bc)’
GRU [*] GRU [** <+ GRU GRU ¥ GRU |« +* GRU
T 1 T 1 T P =,
The Azarenka ... professionally How annoy brain

Post encoder Conversation encoder

WANG, Yue
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WANG, Yue

Methodology

Aus Open <EOS>

| ! ! T Keyphrase decoder
- = i G?U ¢ Pr(}’t) = Softmax(W [s¢; ¢l + by),
Hashtag decoder <sos> Open |xp|+|xc|
* =) afi v,
d eXp(gscore (5t,vi))

©OH T S

: )
. eX S+,Vj
o I_{/—— E E] o i'=1 P(Gscore(Se,Vir))
1 *  YGscore(St, Vi) = St W 11V

Loss function
* L(0) = — Xn-1log(Pr(ys|xs, x5;0)).

Inference: beam search

Neural Keyphrase Generation for Social Media Understanding 36/80




Dataset

* Twitter: English dataset from TREC 2011 Twitter
e Weibo: Chinese dataset crawled from Sina Weibo

Datasets #of | Avglen | Avglen | Avglen | # of tags

posts | of posts | of convs | of tags | per post
Twitter , 793 13.27 29.94 1.69 1.14
Weibo 40,171 32.64 70.61 2.70 1.11

* 80% training, 10% validation, 10% testing
* Gold standards : hashtags appearing before or after the post

Neural Keyphrase Generation for Social Media Understanding 37/ 80
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Dataset

» Keyphrase statistics (present ratio)

Datasets | |Tagset| P C PUC | p:target post
Twitter | 4,188 |2.72% 5.58%  7.69% | ©conversator
Weibo 5,027 ) 829% 6.21% 12.52% ) Low presentratio
* Keyphrase frequency distribution
0.20 - ( | —o— Twitter
Weibo
c 0.15 .
2 Large and imbalanced
g’ keyphrase space!
00 \\\
0.00 - ————e——o— ~ —
5 10 ) 15 20 25 30 35 40 45 50
Occurrence count
Neural Keyphrase Generation for Social Media Understanding 38/80




Main Results

Exact match

Partial match

Model 1 Twitter Weibo
ode Fl@l Fl@5 MAP|[ RG-l RG+4 | Fi@el Fi@5 MAP RG-1 RG4
Baselines
(RANDOM 037 063 089 056 016 | 043 067 097 214 113 )
LDA 013 025 035 060 - 010 086 094  3.89 -
TF-IDF 002 002 003 054 014 | 08 073 130 804 429
\EXTRACTOR 0.44 - - 1.14 0.14 2.53 - - 7.64 5.20 J
State of the arts
[ CLASSIFIER (postonly) | 944 636 1271 1075 4.00 | 1692 1048 2229 2534 2195
CLASSIFIER (post+conv) | 8.54 628 12.10 10.00 247 || 1725 11.03 23.11 25.16 22.09
GENERATORS
SEQ2SEQ 1044 673 1400 1052 4.08 || 26.00 1443 3274 3737 32.67
SEQ2SEQ-COPY 10.63  6.87 1421 1205 436 || 2529 14.10 31.63 37.58  32.69 S
(OUR MoDEL 1229% 829% 1594% 1373 445 | 3196* 17.39% 3879 4503+ 3973+ | VWhy:
The “*” indicates significantly better than other models (p < 0.05, paired t-test)
* The task is very challenging, especially for Twitter
* Our model significantly outperforms all the comparison models
 Generation models are better than classification models
Neural Keyphrase Generation for Social Media Understanding 39/80




Classification vs. Generation

Classification models | mms cLASSIFIER (only post) 0 CLASSIFIER (post+conv) | | mmm SEQ2SEQ  mmm our model | Generation models

30 -
50 - R
25 -
— 40 -
R 20 1
()
5 15 - 30 A
wn
—
“- 10 - 20 -
5 10 A
N o] EA
<10 10~50 50~100 >100 <10 10~50 | 50~100 >100

Varying keyphrase frequency : Twitter (left) and Weibo (right).
* The keyphrase frequency|, the performance]
* Generation models consistently outperform classification models
* Generation models perform more robustly

WANG, Yue
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Classification vs. Generation

Model Twitter | Weibo
CLASSIFIER (post only) 1.15 1.65C
CLASSIFIER (post+convy) 1.13 1.52 >
SEQ2SEQ 1.33 | 10.844
OUR MODEL 1.48 | 12.55

Unseen keyphrases (ROUGE-1in %)

* It is difficult to generate new keyphrases
* At least 6.5x improvements over classification models on Weibo

WANG, Yue
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Ablation Study

Model Twitter | Weibo
[ SEQ2SEQ (post only) 10.44 26.00 | [ . . :
_SEQ2SEQ (conv only) 6.27 18.57 Post is more lmportant. ]
w/o bi-att | SEQ2SEQ (post + conv) 11.24 | 29.85
OUR MODEL (post-att only) 11.18 | 28.67 Bi-attention is helpful! ]
OUR MODEL (conv-att only) 10.61 28.06
w/ bi-att | OurR MODEL (full) 12.29 | 31.96
Ablation results (F1in %)
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Case Study

Case post

“This Azarenka woman needs a talking to from the umpire her weird noises
are totes inappropes professionally.” #AusOpen

Model Top five outputs Azarenll(aazareg::: """"" . llllllllllllllll
LDA found; stated; excited; card; apparently e
TF-IDF inappropes; umpire; woman need; ki |
azarenka woman; the umpire e
CLASSIFIER | fail; facebook; just saying; quote; pro the 1 1 H
choice Noises rvnvphed
SEQ2SEQ fail; jan 25; yr; eastenders; facebook [roises - || |
OUR aus open bbc football ; bbc aus ; ar- | totes |
MODEL senal ; murray professionally -
(a) Model outputs for the case post (b) Bi-attention heatmap visualization

WANG, Yue
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Summary

* We are the first to approach microblog keyphrase annotation with
sequence generation architecture

* To alleviate data sparsity, we enrich context for short target posts with
their conversations using a bi-attention mechanism

e Our model establishes new state-of-the-art results on two datasets

WANG, Yue
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Outline

* Topic 3: Unified Cross-media Keyphrase Prediction

WANG, Yue
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Motivation

* With the development of mobile Internet...

qﬂ Donald J. Trump & @realDonaldTrump - Oct 24

X %;,) If 1 do not sound like a typical Washington politician, it's because I'm NOT
a politician. If | do not always play by the rules of the Washington
Establishment, it's because | was elected to fight for YOU, harder than
anyone ever has before!

Donald J. Trump & @realDonaldTrump - Sep 10, 2010

Coming up soon: The two hour premiere of The Apprentice. Next
Thursday, September 16th, at 9 pm on NBC. http://bit.ly/oMB4CH

16 11 64 D 19 Al

'»

Donald J. Trump & @realDonaldTrump - Nov 16, 2010
My interview last week with Greta van Susteren is available here in slightly
abridged form. http://bit.ly/96ztOA Good info to know about.

1 44 D 31 A

Donald J. Trump & @realDonaldTrump - Oct 15, 2010
An HR solutions company polled 1,000 employed adults to find out who
would make ideal bosses... http://bit.ly/9uP9vj

) 4 11 48

v

Donald J. Trump & @realDonaldTrump - Nov 29, 2010
Congratulations to Evan Lysacek for being nominated S| sportsman of the
year. He's a great guy, and he has my vote!

10 1 49

2010
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Motivation

* How to predict keyphrases for cross-media posts?

KiriCaliF 1) 5') 9% @KiriCali - Oct 24 ° Limited text features
It finally came in &) @ @ @ ]

WANG, Yue
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Motivation

* How to predict keyphrases for cross-media posts?

KiriCaliF 1) 5') 9% @KiriCali - Oct 24 ° Limited text features
It finally came in &) @ @ @ ]

Image could provide
essential clues!

WANG, Yue
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Challenge

* Unique challenges compared to conventional multi-modal tasks

Semantics shared in both modalities Complex text-image relationship

p
Caption: a man talking to a :
apton & Tweet: Contemplating the
| giraffe in an enclosure ) , :
mysteries of life from
4 N . .
Q: what color is the giraffe? inside my egg carton...
| A: brown and tan )
Neural Keyphrase Generation for Social Media Understanding 49/ 80




Challenge

* Complex text-image relationship in social media
* Four diverse semantic relations [Vempala and Preotiuc-Pietro, ACL 2019]

Post (a): Sharing i1s caring. Post (b): Waves crash against Post (¢): “I am declaring an /{st (d): The whole of them
Good girl Kit, cause [ know how the North Pier this evening at emergency that only i can fix” |when armadillo and danny say

much you love your bed. #Dogs Tynemouth, River Tyne in the #BoycottTrumpPrimeTime anything #Lovelsland
#Kindness UK @davidlhirst #StormHour

(a) text is represented and image adds to. (b) text is represented and image does not add to.
(c) text is not represented and image adds to.[(d): text is not represented and image does not add to.]

WANG, Yue
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Challenge

* Diverse image category
* Category distribution of 200 tweet image samples

Pelosi invites Trump to give State of the Union on ; Quick History Lesson:
February 5 1

Q= 0600

Text picture /[ daaser

94% Republicam Support
o% Dem port

15th Amendment: Right to vote for all
100% Republican Support
o% Democratic Support

e

__C
, DIVISION I WOMEN'S
ﬂ GOLF
E""""i"l‘mlls

uc
KNIGHTS =
NCAA NATIONAL . E
CHAMPIONSHIP BOUND [N 2 -
) ‘ / v
< Sy
2 /Iy

%A

Natural photo

Cartoon/drawing

Poster

MAY ALLAH GRANT THEM 2NN

Many images contain texts!
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Our Solution

* Encode more indicative features from the images
* Image wordings: image attributes and OCR (Optical Character Recognition) texts

Tweet: The <mention> have -
the slight lead at halftime!

~
—

R { 2019 NBA FINALS | i |
108 eeeo 60 BANE 57 K Beod /
& Vision

% basketball
poster

OCR texts

2019 NBA FINALS...

picture
game
oy @odibet kg player
Attribute
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Our Solution

* Better attention mechanism to model complex text-image interactions
* Traditional co-attention network is suboptimal [Zhang et al., IJCAI 2017]

——————————————

A

- o o ——— -

——————————————

\ 4

(

Attention [

Add+LayerNorm
7y
| Feedforward |

; S—

< Attention

Add+LayerNorm
X

Fusion]

Multi-Head Attention
A A A
Q

A

K] Vv

— o ——— -

——————————————

WANG, Yue

Ours: multi-head attention
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Our Solution

* Previous methods

* Keyphrase classification for text-image posts
* [Zhang et al., IJCAIl 2017] and [Zhang et al., AAAI 2019]

* Cannot produce keyphrases out of the predefined

candidate list | A unified model to

« Keyphrase generation for text-only posts combine both
» [Wang et al., NAACL 2019] and [Wang et al., ACL 2019]
* Poor performance in predicting absent keyphrases

WANG, Yue

Neural Keyphrase Generation for Social Media Understanding 54 [ 80




Methodology

,/'I\ e At 4 b
a | by i i
* Input . _T____;_\ — Cruse | R . |
: e e |
| mege! N SR . A ‘
* Target post: (x4, ..., x;.) | B | Sequence i
BELP ' x Extractive \__ Classifier il s Generator i
* Output ! 1 o-moomooos e
« Keyphrase:(yy, ... ’yly> hy h, hy, || sl || Grid/object-level
t
* “NBAFINALS”-> “NBA FINALS” e
GRU GRU GRU | picture |
| game |
* Encoding text and image O O | O SR 5 L
Text Modality Attribute Modality Vision Modality
* Multi-modal fusion A A A
* Unified prediction G'°|Ve |
The ... lead at halftime! <sep> NBA FINALS ... | -~ OCR --
*
Tweet Text Tweet Image
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Encoding Text and Image

* Textual features
* Bi-GRU encoder

* Visual features
* Grid-level or object-level

* Image attributes

* Pretrained attribute predictor
using COCO-caption data

* OCR texts

* Detected from Tesserocr
* Append to the tweet text

WANG, Yue

———————————————————

Fm 1~ At ;I, S \
N7 ;
a ‘ b .
R 1'__—;‘\ cfuse : g
| : i 3 i
Extractive \_ Classifier M*H-Att |

-

Sequence
. Generator )
N

_________

——————————

|
/ hy h, hy, \( basketball \ /

*
k Tweet Text

Tweet Image

Neural Keyphrase Generation for Social Media Understanding

| I Grid/object-level
| poster |

GRU GRU GRU | picture |
| game ]

© O O o o

Text Modalit Attribute Modalit Vision Modalit
d ¢ 4 \ V/
? A
GloVe
The ... lead at halftime! <sep>[NBA FINALS ...| €-- OCR --] %
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Multi-modal Fusion

* Multi-Modality Multi-Head Attention (M3H-Att)
* Capture the interactions among three modalities: {text, attribute, vision}

’ cfuse “
‘V\ Add+LayerNorm [«
)
S | Feedforward | KT
: % AQ,K,V) = softmax(Q )V,
Add+LayerNorm [« \% dg
e X Lattr s | 3 AM(Q, K, V) = [heady; ...; head )W,
Q K-V Q K-V Q K-V Multi-Head Attention K
M d d where head, = AQW.2, KWK, VW)
N .
Text Attribute \ Vision
WANG, Yue
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Unified Prediction

* Combine keyphrase classification and generation

———————————————————

»m 1 - /1t .I, > \\
: P Sl
______ _T______ Cfuse
k.
T

; Sequence
Extractive \_ Classifier L "l'Att \ Generator y

e S —
S e ——

?h

Classification output aggregator Joint training
Punf(yt) = At - en(yt) + (11) N by
’ . £0) = — 3 [log Pus(y™) +7-3 108 Pans (4]
(1—XA¢) - Z o +0- Z Bj), n=1 Classi‘ﬁrcatlon t=1 Unified
% Ti=Yt _7 W =Yt (13)
(12)

WANG, Yue
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Dataset

* Experiment dataset: 53,701 text-image tweets from Twitter

. Post  #KP KP % of
Split  #Post Len /Post [KP| Len |occ. KP Vocab
Train 42,959 27.26 133 4261 1.85 37.14 48,019
Val 5,370  26.81 134 2,544 1.85 36.01 16,892
Test 5372 27.05 132 2,534 1.86 | 3745 | 17,021
Table 1: Data split statistics. KP: keyphrase; |KP|: the

size of unique keyphrase; % of occ. KP: percentage of

keyphrases occurring in the source post.

WANG, Yue

Low present rate!
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Dataset

* Top five image attributes: {man, shirt, woman, sign, white}

Funny -
Q\(h o Yellow 1 ! “”““ml 511
'R VDN Tennis - BdSEDallie |
I\ILIZ : Ca ' Boy Face I l d l I l 1011C B Bo« )I\Nm
1SSOr e i el
”Il 8(“ SSOI'S G l ASS ¢ it = Same \ ; }Hlml e | lgl UC
) - ld ra'kl
()\ l ( ]‘M“l o) ‘ Bird v Mounlain :
BlaCk Orange Glass R s hd \\73”
Screéiif’ i@
Waler |
|Il 11 [rees ‘ [Or:
Little nl
Face“' T |

o 1((]]\

<oy Couple Advertisenient l’m e\\““l\
S Woran-w
Baseball

i : Court
Youngroad™

Umbrella

Word cloud visualization

WANG, Yue
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Main Results

Models Fl1@l F1@3 MAP@5

. EXT-ORACLE 39.50  23.20 39.26
e Observations (2 CLS-VGG-MAX 142055 1220y  17.685 |

e T | f . e J CLS-VGG-AVG 15.69;; 13.6706  19.70,
extual Teatures are more Important ) CLS-BUTD-MAX 17655 1500, 21772
than visual SIgnaIs E { CLS-BUTD-AVG 20.02;7 169706  24.7311
( CLS-AVG 359611 27.59s5 41.8414
»| CLS-MAX 38.334; 28.84¢9 44.153

g) CLS-TMN = 40.3330 30073 4628y
%] GEN-ATT 383655 27.8315 43.35
=| GEN-COPY 421019 29913  46.9435
| GEN-TOPIC 43.174 30.7313  48.07»

=J

( CLS-BAN 38.7318  29.6823  45.0315
CLS-IMG-ATT 414835 31.224 479334
CLS-CO-ATT 421233 31.5533 48.393
§° CLS-M3H-ATT (ours) 44117 3147 14 49451
E < + image wording 44461, 32.824 50.39;5

% | . _tjointtramn 45.1609 33.2719 5148y
& | GEN-M>H-ATT (ours) 442505 31.58;3 49.35)
+ image WOI‘diIlg 44.5609 31.7723 49.9522

__tjointtrain 45.6917  32.78¢9 51371
GEN-CLS-M?H-ATT (ours) 47.060s 33.11p1 52.0703

Average scores from 5 random seeds. Subscripts denote
the standard deviation, e.g., 47.06,, denotes 47.06+0.04
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Main Results

Models Fl1@1 F1@3 MAP@5
. EXT-ORACLE 39.50 23.20 39.26
* Observations

] —:’ r CLS-VGG-MAX 142035 12.2094 17.683;

 Textual features are more |mportant g< CLS-VGG-AVG 15.69;1 13.67p6 19.705

. . &) CLS-BUTD-MAX 17.653, 15.00,; 21.779

[+

than Vlsual Slgnals E .\ CLS-BUTD-AVG 20.0227  16.9706 24.7311

[ ( CLS-AVG 35.9611 27.5905 41.8414 )
s o . CLS-MAX 38.33 28.84 44.15

™ ) 47 09 34
Y'S'On can provide complementary g) CLSTMN 40333 30.07p5 4628y

information to the text %) GEN-ATT 383655 27.8315 43354

B~ GEN-COPY 42.1019 29.913 46.9455

| GEN-TOPIC 43.1724 30.7313 48.0723

( CLS-BAN 38.7318  29.683 45.0315

CLS-IMG-ATT 4148335 31.2214 47.9334

CLS-CO-ATT 42.1233 31.5533 48.3934

%;p CLS-M3H-ATT (ours) 44117 3147 14 4945

5 < + image wording 44461, 32.8204  50.39;5
£ tjointtrain 45.1609 332710 514811

= GEN-M3H-ATT (ours) 442505 31.583 49.3519

+ image wording 44.56()9 31.7723 49.9522
_tjointtrain 45697 32789 5137y
L GEN-CLS-M’H-ATT (ours) 47.060s 33.11¢1 52.0703 )
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Main Results

Models F1@1 Fl1@3 MAP@5
. EXT-ORACLE 3950  23.20 39.26
* Observations
. 2 ( CLS-VGG-MAX 142035 1220,  17.683
* Textual features are more important $) CLS-VGG-AVG 15.69,1  13.6705  19.7020
. . &) CLS-BUTD-MAX 17.653,  15.005;  21.774
(1]
than Vlsual Slgnals E .\ CLS-BUTD-AVG 20.0227  16.9706 24.7311
( CLS-AVG 35.96,; 27.590s 41.8414
. . . >.| CLS-MAX 38.33,; 28.84g0 44.153
* Vision can provide complementary ¥ cLsTmn 033 3007e 4628,
information to the text *5 \ GEN-ATT "~ 38.36,5 27.83;s  43.35,
=| GEN-COPY 421019 29913  46.943s
| GEN-TOPIC 431724 30.7313 48.0723
* Our unified model M3H-Att and image ( CLS-BAN 387315 29682  45.03;s
wordings achieves the best results gig'lcl‘g(};;{? jg‘l‘g% 312?4 223334
- - 1238 <9933 D734
g;,o (CLS-M3H-ATT (ours) 441117 3147 44 4945 )
5 < + image wording 44461, 32.8204  50.39;5
¢ | | _tjoint-train 45.1609  33.2710 514811
& | | GEN-M*H-ATT (ours) 442505 315853 4935
+ image wording 44.56()9 31.7723 49.9522
_ *joint-train 45.6917  32.7809  51.3712
| GEN-CLS-M’H-ATT (ours) 47.060s 33.11p;1 52.07¢3 |
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WANG, Yue

Present and Absent Keyphrase

CLS-NTM GEN-COPY CLS-CO-ATT B GEN-M3H-ATT
N GEN-ATT WA GEN TOPIC . CLS-M3H-ATT B GEN-CLS-M3H-ATT

85
82.97 46.64 I

81.87 44.5p

80.88 81.22

HA
(9

38.81
36.01

N\
31.45
(b)

F1@1 (%)

Recall@5 (%)
1N

70 N

(a) Present keyphrase

W
o
1

Absent keyphrase

* Generation models are better for present keyphrases while
classification models are better for absent ones

* Our output aggregation strategy can cover generation
models’ weakness for absent keyphrases
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Keyphrase Frequency and Post Length

CLS-NTM GEN-COPY CLS-CO-ATT B GEN-M3H-ATT
BN GEN-ATT R GEN TOPIC W CLS-M3H-ATT B GEN-CLS-M3H-ATT

45
X
~ 40 -
—
©)
— 35 -
L
30 A
<10 (24%) 10~50 (42%) 50~100 (15%) >100 (19%) <15 (26%) 15~25 (30%) 25~35 (17%) >35 (27%)
(c) Keyphrase frequency (d) Post length

* Generation models with copy mechanism are better for
predicting low-frequent keyphrases than classification models

* Image modality plays a more important role when texts
contain limited features (<15 tokens)

WANG, Yue
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What our model learns?

* Image-to-text attention visualization for all 12 heads

0O NOO WL BB WN K O

O

[
o

E
>so|l>958c - "vs=uwoouzsool
rEARmETRE asER 2% s °cs2 2558
© = 3 o © £ 0 O o =
Y &) > = (@)
Jo 3 w - @©
Happy world turtle globe
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What our model learns?

* Text-to-image attention visualization

Text: The <mention> have the slight lead at halftime!

i TOIN NEA FINALS Ul | 10NN NEA FINALS OBt (@ TR L I 1ONN AR FINALS -

57 &

- 'o 51 -

Head 5 Head 9 Head 11
J \ J \
Y Y
Main objects: two players Textual region Global view
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What our model learns?

* More examples for text-to-image attention

Post (c): Yeah! It's here! There is nothing like holding your work in your own hand

Head 2 ; Head 5 Head 6 Head 8
Post (e): So excited to hear her new song never really over every hour all day

Head 0 Head 1 Head 2 Head 11
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What our model predicts?

* Blue tokens are the top four attributes and purple ones are OCR tokens

Post (a): Contemplating the Post (b): Epic Texas #sun- Post (¢): Your plastic bag

mysteries|of life from inside set from NNE Bastrop County ends up somewhere, and

my egg carton...® TX. @TxStormChasers sometimes, it goes to the
ocean. #WorldOceansDay

(sky sun [sunset|field) (world oceans day)June 8)

star wars GEN-COPY: storm hour GEN-COPY: plastic fandom
CLS-CO-ATT: cats of twitter CLS-CO-ATT: storm hour CLS-CO-ATT: plastic
Our: cats of twitter Our: sunset Our: world oceans day
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Summary

* We design a novel Multi-Modality Multi-Head Attention (M3H-Att) to capture
the complex text-image interaction for cross-media keyphrase prediction

* We propose to encode image wordings to bridge their semantic gap

* We are the first to propose a unified framework coupling classification and
generation models for better keyphrase prediction

WANG, Yue
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Outline

e Conclusion and Future Work

WANG, Yue
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Conclusion

Social Media

Keyphrase Generation

Encode Encode
implicit contexts explicit contexts

e -

WANG, Yue

I . .

! W1: “Topic-Aware Neural Keyphrase W2: “Microblog Hashtag Generation
i |Generation for Social Media Language”] | via Encoding Conversation Contexts”
: (Chapter 3) (Chapter 4)

: [ACL 2019] [NAACL 2019]

|

|

\

Single modality: text-only

____________

o T o mm e e O Em e o e o e e e o,

W4: “VD-BERT: A Unified Vision and \
Dialog Transformer with BERT”
(Chapter 6)

[EMNLP 2020]

W3: “Cross-Media Keyphrase Prediction: A Unified
Framework with M3H-Att and Image Wordings”
(Chapter 5)

[EMNLP 2020]

o o o o e e e o e e e o e e

Multi-modality: text-image ./

N e e e e e e o o o o o o e e e o o o o m—

Neural Keyphrase Generation for Social Media Understanding 72/ 80



Future Work (1)

* Extend vision-language pretraining to benefit cross-media
understanding

3 g ) [ Models for
) lo | Pretraining | Pretrained | Finetuning
arge-scale = 1 ' Downstream
Datasets Models

— TN
— A
Task

Datasets _

Pretrain-then-finetune paradigm

WANG, Yue
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Future Work (1)

* Vision-language pretraining can achieve effective vision and dialog fusion

{5 oot (o) (o]
{{ e )= ) (- - ) (- - - (- )

VD-BERT
T T T

4 ks * A ) 4 2 i i
Segment | Image ] \ Text |
4 2 L 4 4 2 2 1 2 2 L
position L J (Lo J{een ] (L J S )0 0 ) G e
4 L) L L) 4 L L L) L L) L S
Input | [CLS] ][ 01 ][ Ok ][ [SEP] ] C ][ [EOT] ][ Q14, ][ [EOT] ][ Q24; ][ QcA; ][ [SEP] |

B | o)

[ C: a man talking to a giraffe in an enclosure ]

[ Q;: how many people are there?

l - , LA
: o » ’}3 B [ Q,: what is he doing?
8 ' | A: looking at the giraffe
: [ Q: what color is the giraffe?
o My | Ay : brown and tan

Visio Dialog
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Future Work (1)

* Whether it can encourage fusion of vision and social media post?

{5 oot (o) (o]
{{ e )= ) (- - ) (- - - (- )

VD-BERT

4 4 4 4 J. 4 4 2 4 4 4
Segment | Image ] \ Text |
4 4 4 A 4 4 4 s 4 4 r
Position (_»o_J{» | (e J{men ) (o J JU J )0 ) (e J(lom )
. A 4 4 4 4 4 A 4 A L S
Input | [CLS] ][ 01 ][ Ok ][ [SEP] ] \ C ][ [EOT] ][ 014, ][ [EOT] ][ Q,4, ][ Q.A; ][ [SEP] |

sy sy
Contemplating

the mysteries of
life from inside my

B S R GRS e kegg Carton... /
Image Tweet
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Future Work (1)

* Extend to video-text understanding...

{5 = oo (o ) (ot )
(e ) - ) (- (- ) (- )= )~ ) -~ )~

VD-BERT
, . 5 5 T 5 £ 1
Segment \ Text |
, L ¥ ¥ X ¥ ¥ L S
Position ) ) e
, ) ) ) L ) % L
Input C ][ [EOT] ][ Q14 ][ [EOT] ][ Q24; ][ QeA ][ [SEP]
aiy
fLet the keys fly
hooman, | love it
: when you play
video the piano...

)

Tweet
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Future Work (2)

* Unsupervised learning for keyphrase prediction

Training data

Training data

WANG, Yue

-~

o

Post

Post

Reference keyphrase

~

Train

_/

Supervised method

Train

Unsupervised
method
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Future Work (2)

* Unsupervised keyphrase extraction
* [Bennani-Smires et al., CONLL 2018]
T

[ Post . KP,
. KP

3

Similarity
* Unsupervised machine translation
* [Lample et al., EMNLP 2018]

Source Target
Language Language

Back translation

WANG, Yue

'\

-

/

Unsupervised learning for

keyphrase generation
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Thanks!
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