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Social Media

¢ What is Social Media? \
— Create, share, exchange; virtual communities

« Some Data

— 45 million reviews in a travel forum TripAdvisor
[Source]

— 218 million questions solved in Baidu Knows [Source]

— Twitter processed one billion tweets in Dec 2009,
averages almost 40 million tweets per day [Source]

— Time spent on social media in US: 88 billion minutes
in July 2011, 121 billion minutes in July 2012 [Source]

\_ /
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http://www.prnewswire.com/news-releases/tripadvisor-grows-and-grows-and-grows-119678844.html
http://zhidao.baidu.com/
http://digital.venturebeat.com/2010/02/10/54-of-us-internet-users-on-facebook-27-on-myspace/trackback/
http://blog.nielsen.com/nielsenwire/social/2012/

Examples of Social Media

ﬁ?ating System \

aMaZoONCoOM' America’s largest online retailer

and you're done

555] i @ The largest C2C website in China, over 2

Taobao.com billion products

IM“II The biggest movie site on the planet, over
=== 1,424,139 movies and TV episodes

\_ /
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Examples of Social Media

/Social Tagging System \

.. del.icio.us |
flickr

\_

The largest social bookmarking website

The best online photo management and
sharing application in the world

/
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Examples of Social Media

* Online Forum

Microsoft owered by - ITIDUI

.ne-t Home Get Started Downloads Web Pages Web Forms MVC Commun

Home » ASP.NET Forums » .NET Languages » C#

C#o

Search C# P Start a New Thread

Thread . Views  Replies FonEs Toplc Last post
How to map an object to ArrayLlist 1 World The 2011 Travelers’ Choice Awards are here! Jan 20, 2011
o Created by Digitborn.com. Latest Post by Digitborn.com, 39 minutes ago. 20 B by TripAdvisor_Forum_Support
Reflection in ASP.net with multiple assemblies Anaheim World of Colour and Aladdin 10-15 Sept 12:01 pm
. . R 1 repl
o Created by chambersDon. Latest Post by Raja Boopathi, 1 hours, 21 minutes ago. 49 6 by jmp16-10 ply
read file to the system.io.stream Los B.Hills Hotel Question - 1 night 12:00 pm
' ipni no replies
0 Created by kumar123456. Latest Post by princeG, 2 hours, 14 minutes ago. 10 1 Angeles by jpniner P
o toolbar for IE, Firefox and google chrome s , ;os | Beware of Scam at Dollar car Rental LAX éf?eopﬁg
Created by jellysaini. Latest Post by jellysaini, 6 hours, 2 minutes ago. ngeles by Wollongongwolf
Newport Hyat Regency - Newport Beach 11:59 am
Beach by Bradj26 19 replies
Los LA in 24h solo and without a car 11:58 am
Angeles by ola_5 3 replies
San safety 11:57 am
Francisco by srcjke no replies

Learning with Social Media 7



Examples of Social Media

ﬂ)ommunity-based Question Answering

YAHOO!, ANSWERS

38
Bai e Alis

\_

10 questions and answers are
posted per second

218 million questions have been
solved

A popular website with many
experts and high quality answers

Learning with Social Media




Challenges in Social Media

ﬂstronomical growth of data in Social Media
* Huge, diverse and dynamic
* Drowning in information, information overload

;HE | Pg
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Objective of Thesis

ﬁistablish automatic and scalable models to help
social media users find their information needs
more effectively

Learning with Social Media 10



Objective of Thesis

ﬂ/lodeling users’ interests with respect to their \
behavior, and recommending items or users they
may be interested in
— Chapter 3, 4
* Understanding items’ characteristics, and
grouping items that are semantically related for

better addressing users’ information needs
— Chapter 5, 6

\_ /
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Recommender Systems

/

Collaborative
Filtering

Memory-based
Algorithm

User-based
Algorithm

Model-based
Algorithm

ltem-based
Algorithm

« Memory-based algorithms

— User-based
— Item-based
« Similarity methods
— Pearson correlation coefficient (PCC)

— Vector space similarity (VSS)
« Disadvantage of memory-based approaches

\— Recommendation performances deteriorate when the rating data is
sparse

/
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Recommender Systems

/ Model-based

Clustering
Algorithm

Collaborative Algorithm

Filtering

Memory-based
Algorithm

* Model-based algorithms
— Clustering methods
— Matrix factorization methods

« Disadvantage of traditional model-based approaches
— Only use the user-item rating matrix, ignore other user behavior

— Suffer the problem of data sparsity

\_

Matrix
Factorization

/
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Machine Learning

* Whether the training data is available \

* Yes? Supervised learning
— Naive Bayes, support vector machines

* Some? Semi-supervised learning
— Co-training, graph-based approach

* No? Unsupervised learning
— Clustering, Latent Dirichlet Allocation

\_ /
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Information Retrieval

ﬁnformation Retrieval Models

— Seek an optimal ranking function
* Vector Space Model
— Weighting (TF-IDF)
* Probabilistic Model and Language Model

\

— Binary independence model, query likelihood model

* Translation Model
— Originated from machine translation
— Solve the lexical gap problem

\_

/

Learning with Social Media
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Techniques Employed

/ Recommender Information Machine \
[/

Systems v Retrieval Learning

Learning with Social Media 18
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A Toy Example

/

\_

The Inception Forrest

Godfather Gump
Alex 4 : 5
Bob 4 2 ?
Tom ? 2 4

1: Strong dislike, 2: Dislike, 3: It's OK, 4: Like, 5: Strong like

/

Learning with Social Media
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Challenge

ﬁ?ating matrix is very sparse, density of ratings
commercial recommender system is less than
1%
» Performance deteriorates when rating matrix
becomes sparse

\_

N

/
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Problem

ﬁk: Predicting the missing values  Fact: \
U Ratings reflect users’ preferences

ser-item rating matrix

_ _ _ _ _ Challenge:

' 2 '3 4 '5 Rating matrix is very sparse, only
up | 3 S 2 ? ? use rating information not enough
U, ? 4 ? 4 ? Thought:

Us 3 4 1 ? ? Whether there exists contextual
u 2 2 2 3 5 information that can also reflect
users’ judgments?
Us ? S ? 4 ? . :
How can we utilize that kind of

contextual information to improve
the prediction quality?

\_ /
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Motivation

/Social tagging is to collaboratively creating ancm
managing tags to annotate and categorize
content

* Tags can represent users’ judgments and
iInterests about Web contents quite accurately

\_ /
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Motivation

/

\_

Rating:
preference

User

>
ltem
>

Tagging:
Interest

To improve the recommendation quality
and tackle the data sparsity problem,
fuse tagging and rating information

together

Learning with Social Media
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Intuition of Matrix Factorization

ﬂ/] =UTxV,M € R™" U € RV € R"", | & (m,n)

n I n

| V

m M ur|-

Q
3

* Physical meaning of eachrowin U and Vis a
latent semantic dimension

« E.g., action, comedy, if M is a user-movie rating

Qatrix /
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User-ltem Rating Matrix Factorization

@iitional distributions over the observed is | i | i3 | g iﬁ

p(R|U, V. (TR HHN“Jl(/ T\ )}1[‘3 ug | 3 | 5| 2

=1 j=1 Uo 4 4
»U: user latent feature matrix. us | 3 | 4 | 1
>V: item latent feature matrix. Ug 3|95
Us S 4

»>U,;V,: predicted rating (user i to item j).
User-ltem Rating Matrix R
Zero-mean spherical Gaussian priors are

placed on the user latent feature matrix Posterior distributions of U
and the item latent feature matrix and V based only on
observed ratings
p(Ulot) = N0, 02T)

\ p(Vl|ed) = N(iﬂ()rf%l) /
=1
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User-Tag Tagging Matrix Factorization

@ditional over the observed tagging data ty |t | t3 |ty N
m 4

) 32| 5
p(C|U, T, 0%) HH (cirlg(UT Ti). o)) 0 4 4

i=1 k=1

us | 3 |33 |12

»U: user latent feature matrix,
> T: tag latent feature matrix. Us 5 4
»U."T,. predicted value of the model.

User-Tag Tagging Matrix C

Posterior distributions of U and T Jack:

action (20), animation (20),
romantic (1)

\_ /
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Item-Tag Tagging Matrix Factorization

/ t4 to ts ty ts
I 14 | 20 | 15
I 4 4
iz | 13 | 23 | 12
I 13 | 5
I5 15 14

\_

p(V,T|D.o%, 07, 0v)

ltem-Tag Tagging Matrix D

Posterior distributions of Vand T

Titanic:

romance (20), bittersweet (20),
action (1)

\

/

Learning with Social Media
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TagRec Framework

User latent feature matrix

Iltem latent feature matrix

Tag latent feature matrix

User-item rating matrix
User-tag tagging matrix
ltem-tag tagging matrix

OiIoxx 1| <|C

Learning with Social Media
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Experimental Analysis

ﬂ/lovieLens 10M/100K data set:

Provided by GrouplLens research

— Online movie recommender service MovielLens

(http://movielens.umn.edu)

« Statistics:
— Ratings: 10,000,054
— Tags: 95,580
— Movies: 10,681
— Users: 71,567

\_

\

Learning with Social Media
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Experimental Analysis

 MAE comparison with other approaches (a
smaller MAE means better performance)

.. Baseline Methods Dimensionality = 10 Dimensionality = 20
Training Data - , 2

N UMEAN | IMEAN SVD PMF TagRec SVD PMF TagRec
80% 0.7686 0.7379 0.6169 | 0.6162 | 0.6139 0.6167 | 0.6156 | 0.6145
50% 0.7710 0.7389 0.6376 | 0.6354 | 0.6352 0.6349 | 0.6337 | 0.6307
30% 0.7742 0.7399 0.6617 | 0.6599 | 0.6528 0.6570 | 0.6569 | 0.6494
20% (0.7803 0.7416 0.6813 | 0.6811 | 0.6664 0.6776 | 0.6766 | 0.6650
10% 0.8234 0.7484 0.7315 | 0.7127 | 0.6964 0.7264 | 0.7089 [ 0.6962

UMEAN: mean of the user’s ratings

IMEAN: mean of the item’s ratings

SVD: A well-know method in Netflix competition
PMF: Salakhutdinov and Mnih in NIPS’08

Learning with Social Media
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Experimental Analysis

* RMSE comparison with other approaches (a
smaller RMSE value means a better

performance)
N Baseline Methods Dimensionality = 10 Dimensionality = 20
Training Data - — - —
UMEAN | IMEAN (| SVD PMF | TagRec || SVD PMF | TagRec
80% 0.9779 T 09440 [ 0.8087 T 0.8078 [ 0.8077 [ 0.8054 T 0.8025 | 0.8022
50% 0.9816 | 0.9463 || 0.8330 | 0.8326 || 0.8321 | 0.8289 | 0.8252 | 0.8217
30% 0.9869 | 0.9505 || 0.8636 | 0.8587 || 0.8492 | 0.8575 | 0.8553 | 0.8450
20% 1.0008 0.9569 [ 0.8900 | 0.8824 || 0.8639 | 0.8857 | 0.8791 | 0.8639
10% 1.1587 0.9851 | 0.9703 | 0.9236 || 0.9038 | 0.9638 | 0.9183 | 0.9031

Learning with Social Media
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Contribution of Chapter 3

ﬁ:’ropose a factor analysis approach, referred to
as TagRec, by utilizing both users’ rating
information and tagging information based on
probabilistic matrix factorization

* Overcome the data sparsity problem and non-
flexibility problem confronted by traditional
collaborative filtering algorithms

Learning with Social Media 34
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Problem and Motivation

« Social Tagging System delicious
social bookmarking

Calendar World Cup 2010 by MARCA com
www.anarca.comddeporteffutbolimundialisudafrica-2010/calendario-english himl

workicup  calendse  visualzation

Bl FIFA com - The matches of 2010 FIFA World Cup South Africa

www.lifa.comiwordecup/matchesiindex.himil

workicup fifa soccer m
F4 World Cup 2010 Twitter replay | Football | guardian.co.uk m

www.guardian.co.ukifootballiwond-cup-match-replay

twiter  wisuslization  worldcup  infogrsphics  guardian

B! FIFA com - Fédération Internationale de Football Association (FIFA) m
www.fifa.com/
soccer sports fifa sport

2010 FIFA WORLD CUP SOUTH AFRICA™
ARG “TED07 GeR paR 200 Esp wep “ET BRA URy T GHa
= - = s = =

Groups  Teams  Players  Statistics  Organisation  Destination

MATCHES

Group stage  Stage 2 Calendor

vem AL THE GOALS
8 print """ MATCH HIGHLIGHTS »

elowor | [ealzvor  (eajor0r

.......

soe) o @ BRA P @ - o0

U cnt (&1 20007 ror

3808 ane | -
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Problem and Motivation

* Tagging:
— Judgments on resources

— Users’ personal interests
[ vosi

Showing top 200 tags (view all)

Tags

Display options v

3d ai algorithms animation art article bands blog
¢ c++ cg collection
database design development download ebooks
flash free fun future google graph guide
hardcare history hoerspiel ibm Images Java
script lang:de linux lotd
mp3 music network opensource people
programming programminglanguacd publicdatabase python radio rdf
reference rss scripting sdf searchengine security  shell software
storage tools Ul unicode  LNIX
video visualization web webbasedtool wiki win32 windows
xml

2007 adsense animal
card cardcredit
dinner event events
girls
malaysiamap map
plane

vacation video videos Visit
yesiloveilt youtube

wedding

Learning with Social Media

Tags m

Display options v

blog
clip clips credit
funny funnyvideo girl
Kiia kuala lurnpur luv- malaysia
movie movies NEWs
show

tip tips tourism travel

38




Problem and Motivation

ﬁ:’roviding an automatic interest-based user
recommendation service

Learning with Social Media 39



Challenge

ﬁ-low to model users’ interests?

* How to perform interest-based user
recommendation?

Bob

\_

\

/

Learning with Social Media
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UserRec: User Interest Modeling

ﬁ'riplet: user, tag, resource

Tags of user 1 Basketball, nba
Tags of user 2 Sports, basketball, nba

* Observations of tagging activities:

— Frequently used user tags can be utilized to
characterize and capture users’ interests

— If two tags are used by one user to annotate one URL
at the same time, it is very likely that these two tags
are semantically related

Learning with Social Media 41



UserRec: User Interest Modeling

ﬁ)ser Interest Modeling: \
— Generate a weighted tag-graph for each user
— Employ a community discovery algorithm in each tag-
graph

\_ /
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UserRec: User Interest Modeling

xSySTeldeaS*omputahon

\ / llprln’r
IDIS&dlgl”ral culture
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‘net. art\ﬂ K iy :
® rgphic_desian
magazine
® Mclaren f/M3g R | useful_design
emedia deSiapy s = W,

| openglﬂa’rh
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“libra
programming
e

an;rmahs%d

_programminigya

_ trapid_prot?p\ing
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o video dlngEﬂ fab”&expenmental transgenic elec’rronica_pwirir‘lg\.
filrn electronic_mPrefab. oorg solar

&
sound_design

kalman_filtering

\'/ web_design

programming_ Ian uage

/ flash
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UserRec: User Interest Modeling

ﬁBenerate a weighted tag-graph for each user: \

\_

http://espn.go.com

basketball, nba,

sports

http://msn.foxsports.com

basketball, nba,

sports

http://www.ticketmaster.com sports, music

http://freemusicarchive.org

music, Jazz, blues

http://www.wwoz.org

music, jazz, blues

basket
ball

')\2
— 2
1
sports music 2
2 T2

tag-graph

/

Learning with Social Media
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UserRec: User Interest Modeling

ﬁimploy community discovery in tag-graph \
— Optimize modularity

— If the fraction of within-community edges is no different
from what we would expect for the randomized network,
then modularity will be zero

— Nonzero values represent deviations from randomness

\ tag-graph two communities J

Learning with Social Media 45




Interest-based User Recommendation

ﬁ?epresenting topics of user with a random variable \
« Each community discovered is considered as a topic
» A topic consists of several tags

« Importance of a topic is measured by the sum of number of times
each tag is used in this topic

« Employ maximum likelihood estimation to calculate the
probability value of each topic of a user
« A Kullback-Leibler divergence (KL-divergence) based
method to calculate the similarity between two users
based on their topics’ probability distributions

\_ /
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Experimental Analysis

ﬁ)ata Set:
— Delicious

o Statistics:

""""

Users | Bookmarks | Network® | Fans**

366,827 | 49,692,497 425,069 395,415

% . . ~ . -
This 1s the total number of users in all users’ per-
sonal networks.

\_

Learning with Social Media
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Experimental Analysis

ﬁ/lemory—based collaborative filtering methods: \
— Person correlation coefficient (PCC)
— PCC-based similarity calculation method with significance
weighting
« Model-based collaborative filtering methods:
— Probabilistic matrix factorization

— Singular value decomposition

— After deriving the latent feature matrices, we still need to use
memory-based approaches on derived latent feature matrices:
SVD-PCC, SVD-PCCW, PMF-PCC, PMF-PCCW

\_ /
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Experimental Analysis

Comparison with approaches those are based on URLs (a larger value
means a better performance for each metric)

Memory-Based Approaches Model-Based Approaches

Metrics UserRec

PCC PCCW SVD-PCC | SVD-PCCW | PMF-PCC | PMF-PCCW
Precision@R || 0.0717 0.1490 0.0886 0.0907 0.1136 0.1322 0.3272
MAP 0.1049 0.1874 0.1218 0.1245 0.1491 0.1745 0.3752
Bpref || 0.0465 0.1148 0.0568 0.0582 0.0765 0.1029 0.2913
MMVRR || 0.0626 0.1154 0.0710 0.0736 0.0858 0.1088 0.2343

Comparisor] with & pproachis those are based on Tags (a larger value

means a bejter peffgrmance for each metric)

. Memory{Bajed Approaches Model-Based Approaches
Metrics UserRec
PCC PCCW SVD-PCC | SVD-PCCW | PMF-PCC | PMF-PCCW
Precision@R_J| 0.1495 0.3168 0.1540 0.2042 0.1875 0.2084 0.3272
MAP 0.1816 0.3444 0.1898 0.2469 0.2084 0.2440 0.3752
Bpref 0.1132 0.2395 0.1170 0.1479 0.1376 0.1707 0.2913
MMVRR 0.1129 0.1943 0.1151 0.1397 0.1300 0.1550 0.2345

Learning with Social Media



Contribution of Chapter 4

ﬁ:’ropose the User Recommendation (UserRec)
framework for user interest modeling and
Interest-based user recommendation

* Provide users with an automatic and effective
way to discover other users with common
iInterests In social tagging systems

Learning with Social Media 50
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Problem and Motivation

/Social media systems with Q&A functionalities
have accumulated large archives of questions
and answers
— Online Forums
— Community-based Q&A services

\_

\

Learning with Social Media
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Problem and Motivation

7

Query:
Q1: How is Orange Beach in Alabama?

Question Search:
Q2: Any ideas about Orange Beach in Alabama?

Question Suggestion:
Q3: Is the water pretty clear this time of year on Orange Beach?
Q4: Do they have chair and umbrella rentals on Orange Beach?

Topic: travel in orange beach

Learning with Social Media 54



Results of Our Model

* Why can people only use the air phones when flying on
commercial airlines, i.e. no cell phones etc.?

 Results of our model:

1. Why are you supposed to keep cell phone off during
flight in commercial airlines? (Semantically equivalent)

2. Why don’t cell phones from the ground at or near
airports cause interference in the communications of
aircraft? (Semantically related)

3. Cell phones and pagers really dangerous to avionics?
(Semantically related)

Interference of aircraft

Learning with Social Media 55



Problem and Motivation

ﬁ?)enefits
— Explore information needs from different aspects

 “Travel”: beach, water, chair, umbrella

— Increase page views

« Enticing users’ clicks on suggested questions

— Relevance feedback mechanism

\_

« Mining users’ click through logs on suggested questions

\

/

Learning with Social Media
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Challenge

ﬁ' raditional bag-of-words approaches suffer from

the shortcoming that they could not bridge the
lexical chasm between semantically related
questions

Learning with Social Media 57



Document Representation

ﬁ)ocument representation \

— Bag-of-words
* Independent
* Fine-grained representation
 Lexically similar

— Topic model

« Assign a set of latent topic distributions to each word
» Capturing important relationships between words

« Coarse-grained representation

« Semantically related

\_ /

Learning with Social Media

58



TopicTRLM in Online Forum

* TopicTRLM

— Topic-e

nhanced Translation-based Language Model

Forum :
: | Threads || :

Question _| Parallel Corpus
Detection Building
Topic Model Tndexer Word Translation
Training ) Probability Learning
Y Y
Topic Model Lexical
Inference Analysis
\

TopicTRLM
:u goested

Online
Module -

Learning with Social Media
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TopicTRLM in Online Forum

/

P(qID)=HP(wID)

wEqg

TRLM score: BoW

LDA score: topic model

PwID)=|yP,, (wlD)

.|.

(1-y)B,,(wlD)

— Q. a query, D: a candidate question

— w: a word in query

\

— Y. parameter balance weights of BoW and topic model
— Jelinek-Mercer smoothing

\_

/

Learning with Social Media
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TopicTRLM in Online Forum

< TRLM
/Rﬂm<wu>>= DL _p wiD)+ )l‘ P,.(wIC) \

| DI+A | DI+A
P _(wID)=BP,(wID)+(1-BNTwInP, (t1D)

teD

— C: question corpus, A: Dirichlet smoothing parameter
— T(wlt): word to word translation probabilities

« Use of LDA
P.(wID)=Y P(wl2)P(z| D)

+ K: number of topics, z: a topic

\_ /
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TopicTRLM in Online Forum

ﬁistimate T(wi|t) \
— IBM model 1, monolingual parallel corpus

— Questions are focus of forum discussions, questions
posted by a thread starter (TS) during the discussion
are very likely to explore different aspects of a topic

 Build parallel corpus

— Extract questions posted by TS, question pool Q

— Question-question pairs, enumerating combinations in
Q

— Aggregating all g-q pairs from each forum thread

\_ /
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TopicTRLM-A in Community-based Q&A

ﬁBest answer for each resolved question in
C

ommunity-based Q&A services is always readily
available

« Best answer of a question could also explain the
semantic meaning of the question

* Propose TopicTRLM-A to incorporate answer
information

Learning with Social Media 63



TopicTRLM-A in Community-based Q&A

-----------------

Community-
-\ based Q&A | /-

Question | Parallel Corpus Offline
Best Answer Building Module :
: ,
Topic Model Word Translation
Training Probability Learning

Topic Model Lexical Online :

Inference l Analysis Module :

5 "
: TopicTRLM-A
: opic Question Answer
: Analysis Analysis
uggested
Question

Learning with Social Media 64



Experiments in Online Forum

ﬁ)ata set
— Crawled from TripAdvisor

— TST_LABEL: labeled data for 268 questions

\

— TST_UNLABEL: 10,000 threads at least 2 questions

posted by thread starters

— TRAIN_SET: 1,976,522 questions, 971,859 threads

\_

 Parallel corpus to learn T(wit)
« LDA training data
* Question repository

/
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Experiments in Online Forum

ﬁ:’erformance comparison

metric means better performance)

(a larger value in

\

Metrics | LDA QL TR | TRLM | TopicTRLM
PaR | 0.2411 | 0.3370 | 0.4135 | 0.4555 0.5140
MAP | 0.3684 | 0.4089 | 0.4629 | 0.5029 0.5885
MRR | 0.5103 | 0.5277 | 0.5311 | 0.5317 0.5710

* LDA performs the worst, coarse-grained
« TRLM>TR > QL
* TopicTRLM outperforms other approaches

\_

/
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Experiments in Community-based Q&A

ﬁ)ate Set \
— Yahoo! Answers

— “travel” category
— “computers & internet” category

\_ /
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Experiments in Community-based Q&A

Performance of different models on category “computers & internet”
(a larger metric value means a better performance)

Methods MAP | Bpref | MRR P@R

LDA 0.2397 | 0.136 | 0.2767 | 0.1594
QL 0.346 | 0.2261 | 0.416 | 0.2594
TRLM 0.3532 | 0.2368 | 0.4271 | 0.2777

TopicTRLM | 0.4235 | 0.2755 | 0.5559 | 0.3197
TopicTRLM-A | 0.6228 | 0.4673 | 0.7745 | 0.5467
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Contribution of Chapter 5

ﬁ:’ropose guestion suggestion, which targets at \
suggesting questions that are semantically related to a
gueried question

* Propose the TopicTRLM which fuses both the lexical and
latent semantic knowledge in online forums

* Propose the TopicTRLM-A to incorporate answer
information in community-based Q&A

\_ /
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Structure of Thesis
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Challenge of Question Analysis

* Questions are ill-phrased, vague and complex

— Light-weight features are needed
» Lack of labeled data

\_

\
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Problem and Motivation

« “Web-scale learning is to use available large- \
scale data rather than hoping for annotated data
that isn’t available.”

-- Alon Halevy,
Peter Norvig and
Fernando Pereira

\_ /
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Problem and Motivation

6+ Comments Post (3) - Thank - 1:13pm on Saturday

B I comment

© stephanie Vardavas & votes (show
THIS. THIS is why Quora is great.
Reply. Upvote ¥ - ¢ Post - Sat

Social Signal & 10 people rated this as good

.DeanBlackbum;,ww‘ w

What, no Sipowicz mention?
http://www.youtube.com/watch?fea... “NYPD Blue really nailed it into the
“common verbiage" from what | recall.

o rating
e YAHOO!, ANSWERS

A
|=| stackoverflow

commenting

Go (programming language): Computer Programming Google
Programming Languages ¢ Edit
Why did Google develop Go? . ca:
Add Question Detalls
Comment Post - Wiki - Options - Redirect Question

2 Answers - Create Answer Wiki

»

Matt White, Senior Solutions Engineer at Vindicia
12 votes by Patrick Mesana, Kah Seng Ta
http://golang.org/doc/go_fag.htm...

Community wisdom voting

Knowledge

1g Tay, Shi Lo, (more)

4
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Problem and Motivation

* Whether we can utilize social signals to collect training\
data for question analysis with NO manual labeling

« Question Subijectivity ldentification (QSI)

« Subjective Question
— One or more subjective answers
— What was your favorite novel that you read?

« Objective Question
— Authoritative answer, common knowledge or universal truth
— What makes the color blue?

\_ /
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Social Signal

ﬁ_ike: like an answer if they find the answer usem

« Subjective
— Answers are opinions, different tastes

— Best answer receives similar number of likes with
other answers

* Objective

— Like an answer which explains universal truth in the
most detall

— Best answer receives higher likes than other answers

\_ /
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Social Signal

ﬁ/ote: users could vote for best answer \

« Subjective
— Vote for different answers, support different opinions
— Low percentage of votes on best answer
* Objective
— Easy to identify answer contains the most fact
— Percentage of votes of best answer is high

\_ /
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Social Signal

/Source: references to authoritative resources
— Only available for objective question that has fact

answer

* Poll and Survey
— User intent is to seek opinions
— Very likely to be subjective

\_

\
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Social Signal

ﬂnswer Number: the number of posted answers to each\
guestion varies

« Subjective
— Post opinions even they notice there are other answers
* Obijective

— May not post answers to questions that have received other
answers since an expected answer is usually fixed

« A large answer number indicates subjectivity

« HOWEVER, a small answer number may be due to many
reasons, such as objectivity, small page views

\_ /
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Feature

* Word

* Word n-gram

* Question Length

* Request Word

« Subjectivity Clue

* Punctuation Density

« Grammatical Modifier
* Entity

\_
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Experiments

ﬁ)ataset \
— Yahoo! Answers, 4,375,429 questions with associated

social signals

— Ground truth: adapted from Li, Liu and Agichtein 2008

\_

/
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Experiments

/ Method

Precision
Supervised 0.6596

CoCQA 0.6861 (+4.20%)
L+V+PS+AN+S | 0.6626 (+0.45%)
L 0.5714 (=13.37%)
V+PS+AN+S 0.6981 (+5.84%)
PS+ AN +S 0.6915 (+4.84%)
V +PS + AN 0.7214 (+9.37%)
V + AN 0.7201 (+9.17%)
AN +S 0.7038 (+6.70%)

CoCQA utilizes some amount of
unlabeled data, but it could only
utilize a small amount (3, 000
questions)

Effectiveness of collecting training
data using well-designed social

signals

These social signals could be
found in almost all CQA
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Experiments

/ Method/Feature | Word Word n-gram
Supervised 0.6380 | 0.6596 (+3.39%)

CoCQA 0.6432 | 0.6861 (+6.66%)
V+PS+AN | 0.6707 | 0.7214 (+7.56%)
V + AN 0.6265 | 0.7201 (+14.94%)
AN +S 0.6157 | 0.7038 (+14.31%)

Better performance using word n-gram compared with word

Social signals achieve on average 12.27% relative gain

\_

\
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Experiments

/

\

ngram ngram ngram
. ngram
Precision + gqlength | + rword + sclue
0.6596 0.6896 0.6834 0.6799
ngram ngram ngram | heuristic ngram
+ pdensity | + gmodifier | + entity | features + heuristic
0.7000 0.6950 0.6801 0.6995 | 0.7337(+11.23%)

Adding any heuristic feature to word n-gram improve precision

Combining heuristic feature and word n-gram achieves 11.23%
relative gain over n-gram

\_

/
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Contribution of Chapter 6

ﬁ:’ropose an approach to collect training data
automatically by utilizing social signals in community-

based Q&A sites without involving any manual labeling

* Propose several light-weight features for question
subjectivity identification
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Conclusion

ﬂ/lodeling users’ interests with respect to their \
behavior, and recommending items or users they
may be interested in
— TagRec
— UserRec
* Understanding items’ characteristics, and

grouping items that are semantically related for
better addressing users’ information needs

— Question Suggestion
Learning with Social Media 87
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Future Work

ﬁ' agRec \
— Mine explicit relations to infer some implicit relations

 UserRec

— Develop a framework to handle the tag ambiguity
problem

» Question Suggestion
— Diversity the suggested questions

» Question Subjectivity Identification
— Sophisticated features: semantic analysis

\_ /
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Publications: Journals (2), Under Review (1)

Journals
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Component Ranking for Fault-Tolerant Cloud Applications, IEEE
Transactions on Service Computing (TSC), 2011.
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FAQ: Chapter 3

ﬂn example of a recommender system
« MAE and RMSE equations

« Parameter sensitivity

« Tag or social network

* |ntuition of maximize the log function of the
posterior distribution in Eq. 3.10 of thesis

Back to FAQ
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An Example of A Recommender System

Have some personal preferences i
P P : Get some recommendations.
view: All items you own | Not Rated These recommendations are based on
view: All | New Releases | Coming Soon | More results @)
YourRating:
1. Pattern Recognition and Machine Learning {Information Science and Statistics
by Christopher M. Bishop (Oct 1, 2007)
1. Introduction to Information Retrieval f‘n"esrtigci Customer Review: Joifofi's [ (42)
by Christapher D. Manning o
You said you own this (Delete List Price: $89.96 .
y ( ) Price: $68.81 (@) AddtoCart )| Add toWish List |
X friririrdy s 62 used & new from $54.97
Tour tags: (] Don't use for [ JTownit [ |MNotinterested x|¥r¥ririrsy Rate this item
S @ | (What's this?) = recommendations Recommended because you rated Pattern Classification (2nd Edition) and more (Fix this)
Click to Add: information retrieval, web search, machine learning, data
mining, statistical nlp, clustering, natural lanquage processing, database
slorage by Trevor Hastie (Jun 6, 2009)
4verage Customer Review: Yeiriods v (32)
. In Stock
2. LookINsioE! — Pattern Classification (2nd Edition) List Prics: $50.06
by Richard 0. Duda - Price: $71.96 (@ Add o Cart_) ( Add toWish List |
You said you own this (Delete) 35 used & new from $66.32
XYrfririry [ JIownit [ _)MNotinterested x|¥rYririvyy Rate this item
Your tags: . Recormmended because you rated Pattern Classification (2nd Edition) and more (Fix this)
— T Qi
Add) (What's this?) recommendations 3. LOOKINSIDE!  Computer Manual in MATLAB to Accompany Pattern Classification, Second
Click to Add: pattern recognition, machine learning, statistics, Edition
classification, artificial intelligence, computer science, finance, digital = by David G. Staork (April 8, 2004)
desian Classificatior Average Customer Review: o' V] (&)
In Stock
List Price: $45.85 i
Price: $40.99 (@) AddtoCart )| Add toWish List |

29 used & new from $27.00

[ JTownit [ |MNotinterested x|¥r¥ririrsy Rate this item

Recommended because you rated Pattern Classification (2nd Edition) (Fix this) BaCk to FAQ
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MAE and RMSE

ﬂ/lean absolute error (MAE)

2 |rij — 7ij
MAE = =

N

* Root mean squared error (RMSE)

v )2
R‘\[;S'E p— ¢ZZ'J(,I‘J\v ! ._])

\_

Back to FAQ/
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Parameter Sensitivity

Dimensionality = 20 Dimensionality = 20
DB T T T T T T T T 105 T T T T T T T
—<— 10% as Training Data —<— 10% as Training Data
—#— 20% as Training Data 1L —+—20% as Training Data ||
30% as Training Data 30% as Training Data
0.75¢ —E— 50% as Training Data ] —H—50% as Training Data
—%&— B80% as Training Data 0.35¢ —&— 80% as Training Data []
£ 07 = 09
= & P 3
QW* w
0.850— A
. g s 5 g g8
i a1 w——*
DB 1 1 1 1 1 1 1 1 075 1 1 1 1 1 1 1 1
0.001 001 01 04 1 5 10 20 50 100 0.001 001 01 04 1 5 10 20 50 100
values of 6, values of 6,
Dimensionality = 20 Dimensionality = 20
—&— 10% as Training Data 115 —&— 10% as Training Data
nast —+—20% as Training Data || T —+— 20% as Training Data |]
30% as Training Data 1.1+F 30% as Training Data [
—H&—50% as Training Data —H&—50% as Training Data
ugr —&— 80% as Training Data [] 105} —&— 80% as Training Data []
| w1 .
< 075t / 1 @
= x 095 w
| E
08— —g——8—o—8_ 51

085h & = 55 a5 " a1 - Z_Ne__e_jg:'wj Back to FAQ
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0001001 D1 05 1 5 10 20 50 100 0001001 D1 05 1 5 10 20 50 100
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Tag or Social Network?

* What is the difference of incorporating tag \
iInformation and social network information??

* Answer: both tagging and social networking
could be considered as user behavior besides
rating. They explain users’ preferences from
different angles. The proposed TagRec
framework could not only incorporate tag
information, but also could utilize social network
iInformation in a similar framework.

\ Back to FAQ/
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Intuition of maximize the log function of the
posterior distribution in Eq. 3.10 of thesis

The idea of maximize the log function of the posterior distributions is
equivalent to maximize the posterior distributions directly, because

the logarithm is a continuous strictly increasing function over the
range of the likelihood. The reason why | would like to maximize the
posterior distributions is that after Bayesian inference, | need to
calculate the conditional distributions to get the posterior
distributions, e.g.: p(R|U,V), R is the observed ratings, and U, V are
parameters. To estimate the U, V, | use the maximum likelihood
estimation to estimate the parameter space, thus | need to maximize
the conditional distributions P(R|U,V). So this is the reason why |

have to maximize the log function in my approach
Back to FAQ/
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FAQ: Chapter 4

* What is modularity?

« Comparison on Precision@N

 Comparison on Top-K accuracy

« Comparison on Top-K recall

 Distribution of number of users in network
 Distribution of number of fans of a user

» Relationship between # fans and # bookmarks

 Why we use the graph mining algorithm instead

of some simple algorithms, e.g. frequent mining
Back to FAQ

Learning with Social Media 100



What is Modularity?

ﬁhe concept of modularity of a network is widem
recognized as a good measure for the strength
of the community structure

- l llfz' 111‘ )
(2 = — [:1,} — /

2, “— " 2m

N E : y — 1 A. .
/11. T ‘—1111 ’72 T 7 Z[tl ‘:‘_11;]

.
d—

[0(ci, ;)

A;; 1s the weight between node 7 and node j

(5((_‘_']-, (_.‘]-) 1S 1 if node i and node j belong to the same community

\ Back to FAQ/
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Comparison on Precision@N

/ 045

04

0.35

Precision Value
R o

=

Learning with Social Media

Precision@N of UserRec and Other Approaches

wi | j52TREC

= PCCW@URL
== SVD-PCCW@URL
== PCCW@Tag

PMFPCCW@Tag

== PMF-PCCW@URL}

SVD-PCCW@Tag |

Back to FAQ
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Comparison on Top-K Accuracy

i

Top—K Accuracy of UserRec and Other Approaches

i Userflec
s PCCW@URL

sl SVD-PCCW@URL
wiffe= PMF-PCCW@URL

Percantage of Usars Add At Least One Top—K

. . . . Back to FAQ

3 5 10 15 20 0 50
Top-K Recommended Users
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Comparison on Top-K Recall

i

Top—K Recall of UserRec and Other Approaches

+ 1 I | |
e PCCWEURL

= SVD-PCCWEURL
e PMF-PCCWEURL

=
(=]

=
=)

=
=]

=
(=2

=
Ln

=
o
T

=
o

=

Parcantage of Users Coverad by Top—K

sp Back to FAQ
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Distribution of Number of Users in Network

Distribution of number of users in users' network

\

10}
E 1ﬂ3r .-*‘i
5 | -,
i
E 10° \.\.r
z | A
1 »
i -’fw
10't .
E 1T
[ " emter
D X .-
10 10

10
\ 10’

Number of users in users’ network

0 Back tcy
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Distribution of Number of Fans of A User

/ 5 Distribution of number of fans \

10t
o | .,
g 10}
'E [ ",
8 . "
£ 10°} ~
é n

: "u_‘
0't W
‘mn ] S

3

L 1 2
\ Number of fans Back to FAQ
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Relationship Between # Fans, # bookmarks

Redation between number of bookmarks and number of fans

2

=

=

NMumber of fans

B

10F

=

(=

\

i 10
Number of bookmarks

— .1|}5 Back to FAQ
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Why we use the graph mining algorithm instead of some
simple algorithms, e.g. frequent itemset mining

* We use community discovery algorithm on eacm
tag-graph, and could accurately capture users’
interests on different topics. The algorithm is
efficient, and the complexity is O(nlog?n). While
frequent itemset mining is suitable for mining
small itemset, e.g., 1, 2, 3 items in each set.
However, each topic could contain many tags.

\ Back to FAQ/
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FAQ: Chapter 5

ﬁixperiments on word franslation
 Dirichlet smoothing

« Build monolingual parallel corpus in community-
based Q&A

* An example from Yahoo! Answers

* Formulations of TopicTRLM-A

« Data Analysis in online forums

* Performance on Yahoo! Answers “travel”

Back to FAQ
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Experiments on Word Translation

ﬁ/Vord translation

Words shore park condo beach

Rank | IBM1 LDA IBM 1 LDA IBM 1 LDA IBM 1 LDA
1 shore shore park park condo condo beach beach
2 beach groceri drive hotel beach south resort slope
3 II snorkel thrft car stai area north what jet
- 1sland | supermarket how time unit shore hotel snowboard
5 kauai store area area 1sland pacif water beaver

nappi where | recommend | mauwi | windward walk husk:

7 tesco walk beach rent seaport area steamboat
8 water soriana time nation owner alabama room jetski
9 boat drugstor ride tour shore opposit snorkel powder
10 ocean mega hotel central rental manor restaur hotel

* |IBM 1: semantic relationships of words from
semantically related questions
Back to FAQ

* LDA: co-occurrence relations in a question
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Dirichlet Smoothing

ﬁBayesian smoothing using Dirichlet priors \
— A language model is a multinomial distribution, for
which the conjugate prior for Bayesian analysis is the
Dirichlet distribution

— Choose the parameters of the Dirichlet to be

(up(wi |C), pp(wz |C), ..., up(Wy|C))

— Then the model is given by

c(w; d) + pp(w|C)
Pu (w|d) = -
Z wel C( W, CI’ ) + L

\ Back to FAQ/
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Build Monolingual Parallel Corpus in
Community-based Q&A

ﬂggregate question title and question detalil asa
monolingual parallel corpus

\ Back to FAQ/
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An Example from Yahoo! Answers

Resolved Question Show me another »
u Should we buy brandable domains?

Finn | personally dont really invest in brandable domain names. ¥hat you guys suggest: Is
it worth to buy brandable domains?

4 hours ago [ Report &buse

Best Answer - Chosen by Asker

Yeah you should buy them. If its comes in your budget, you should go for them and |
guess | m familiar with a website which will let you to have the domains at reasonable
Mositer prices, https:/Awww. email biz/ |l

3 hours ago [ Report Abuse

thanks for the help i really need it.

Best answer available Back to FAQ
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TopicTRLM-A in Community-based Q&A

/ P(ql(Q.4)) = []Pwl(@.A)).
weq

P(w|(Q,A)) = |ePyim(w|(Q. A>>‘+ (1 — €) Paa(w]Q)

Lexical score Latent semantic score

Back to FAQ
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TopicTRLM-A in Community-based Q&A

VA
/ Piim(w|(Q, A)) = I((|2(Q4)| HARM(U’KQ:A)) Dirichlet

. P C smoothing
" I(Q,A)|+)\ mlr(ll-| ),

Pm.l‘('u"l(Qe A)) = [nPmie(w|Q) +'HZ T'(w|t) Prie(t|Q) H Pt (w| A)

te@)
Question LM _ Answer
score Question ensemble
translation

model score

Back to FAQ
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Data Analysis in Online Forums

ﬁ)ata Analysis

* Post level RIS # Threads that | Average #
have replied replied posts
posts from TS from TS

1,412,141 566,256 1.9

 Forum discussions are quite interactive

Distribution of replied posts from thread starter

* Power law 1oy

# of threads

Back to FAQ
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Performance on Yahoo! Answers “travel’

@rformance of different models on category “travel” \

(a larger metric value means a better performance)

Methods MAP | Bpref | MRR | P@R
LDA 0.1345 | 0.0612 | 0.1616 | 0.0675

QL 0.316 | 0.1902 | 0.388 | 0.2048
TRLM 0.3222 | 0.2034 | 0.3923 | 0.2234
TopicTRLM | 0.3615 | 0.244 | 0.4406 | 0.2644
TopicTRLM-A | 0.467 | 0.3167 | 0.5963 | 0.387

\ Back to FAQ/
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FAQ: Chapter 6

ﬁixamples of subjective, objective questions

» Benefits of performing question subjectivity
identification

* How to define subjective and object questions

Back to FAQ
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Examples of Subjective,Objective Questions

* Question subjectivity identification \
« Subjective
— What was your favorite novel that you read?
— What are the ways to calm myself when flying?
* Objective
— When and how did Tom Thompson die? He is one of
the group of Seven.

— What makes the color blue?

\ Back to FAQ/

Learning with Social Media 119




Benefits of Performing QS

ﬂ/lore accurately identify similar questions \

» Better rank or filter the answers

* Crucial component of inferring user intent
* Subjective question --> Route to users

» Objective question --> Trigger AFQA

\ Back to FAQ/
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How to define subjective and object
guestions

ﬂBround truth data was created using Amazon’s\

Mechanical Turk service. Each question was
judged by 5 qualified Mechanical Turk workers.
Subjectivity was decided using majority voting

 Linguistic people are good at manual labeling

« Compute science people should focus on how to
use existing data to identify subjective/objective
guestions, such as social signals, answers, etc.
Not focus on manual labeling

\ Back to FAQ/
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