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2 Online Cloud Services Are Everywhere

To-Consumer services { } {NETF“XJ { E]L'i"iL‘i"i }

To-Business services [ J [-‘i"slack} [ W J

HUAWEI

Cloud services { aws J { A\ Azure J {(—) Alibaba Cloud} { V2 wuawer cLoup J
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2» Online Cloud Services’ Reliability Is Crucial

--to both service providers and end users!

o

System User Revenue

i —
ATiny Error Outage Dissatisfaction Loss

Facebook Parent Loses More Than $2350
Billion in Market Value, Biggest U.S. Stock

Top OTT Service by Average bits/s Internet Traffic served by Facebook User satISfaCtlon StUdy Shows A larkel DI'OI) in HiSlOI'\'
Global outage 4-Oct-2021 -l
Facebook vulnerable to Goog le+ Meta Platforms shares drops after company cites headwinds from Apple i0S privacy
changes, TikTok competition
Facebook, which ranked last in a customer By Todd Spangler VvV
satisfaction study, has benefited from a monopoly of f Yy o

sorts’ in the social networking market

Update about the 4 October outage | Meta for Business (facebook.com)

s


https://www.facebook.com/business/news/update-about-the-october-4th-outage

2 Real-world Examples

m MyBroadband

Major Microsoft Teams and A:

It warned customers may experience laten
when trying to access their Azure cloud ref

1 week ago

m Data Center Dynamics

AWS us-east-1 outage brings
world

An outage at Amazon Web Services' us-eg
globally on December 6. Amazon subsidial

Dec 7, 2021

@ 9to5Google
Gmail outage impacted email
afternoon [Updated]

Gmail very rarely goes down, but an hour-|
service not work for some. Not all users w¢

Apr 27, 2022
#3 9News
Zuckerberg loses $8 billion dt

About 9.30 am (AEDT) Mr Zuckerberg cor
platforms used were back online, with an {

Oct 5, 2021

-

-
Facebook outage: what went wrong and
why did it take so long to fix after social
platform went

Extended AWS outage disrupts

Billions of users were unabl¢
WhatsApp for hours while tt
restore services

services -

$19 B|I||on

By Sean Michael Kerner - janua

.- 000

O Facebook, Instagram and WhatsA|
alobal outage. Photograph: Anadolu

The outage hit a number of AWS serv
others. (Photo by Diana Goovaerts fol

e Lloyd's Estimates the Impact of a U.S. Cloud Outage at

As organizations around the world increasingly rely on
the cloud, the impact of a public cloud failure is
something that insurance companies are now
concerned about. A 67-page report released on Jan.
23 from Lloyd’s of London and AIR Worldwide
provides some insight and estimates on the potential
losses from a major cloud services outage—and the
numbers are large.

According to the report, a cyber-incident that
impacted the operations of one of the top three public
cloud providers in the U.S. for three to six days, could
result in total losses of up to $19 billion. Of those
loses, only $1.1 to $3.5 billion would be insured,
leaving organizations left to cover the rest of the
costs.

Facebook outage: what went wrong and why did it take so long to fix after social platform went down? | Facebook | The Guardian
Extended AWS outage disrupts services across the globe | Fierce Telecom

Tianyi Yang
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https://www.theguardian.com/technology/2021/oct/05/facebook-outage-what-went-wrong-and-why-did-it-take-so-long-to-fix
https://www.fiercetelecom.com/cloud/extended-aws-outage-disrupts-services-across-globe
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Reliability management of online services

IS important,
but challenging,

\_/

due to the increasing complexity

and distributed nature of online
services.

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations _



Background and Contributions

Predicting the Intensity of Dependency

Self-adaptive Microservice Resilience Testing

Empirical Study on Alerting and Logging

Conclusion and Future Work
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I The Microservice Architecture

Decentralized Independent
Monolith Microservices You build .'t’ Black Box
you run it

D
*docker 5 o ing el

kubernetes

Microservices architecture is an approach in which a single application is composed of many
loosely coupled and independently deployable small programs.

Microservices on AWS, AWS Summit Berlin 2016, Apr 12, 2016
What are Microservices? | IBM

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 9


https://www.ibm.com/cloud/learn/microservices

2 Online Service Systems Shift to Microservices

* Microservices collectively comprise
multiple cloud services.

 Online services: provide high-level APIs.

» Microservices: collectively handle the external

request via multiple chained invocations.

* Minor anomalies may magnify impact and Loosely-coupled nature makes failure
diagnosis difficult.

escalate into system outages!

Tianyi Yang 10



2» Microservices Generates a Variety of Data

v

@
[

O S =
Users ™~ :El/ 5§| A

Application Layer

Application Microservice Function > ‘
Logs @ oG AN I | I | Microser.vic% /Mi'cros_érvicec Micros's':—:rvice E
S = " : "
=f= =f= . 5 o
~ < APPLICATION “.‘ Mi(céservice B 5 Microser\‘ffge D .,"
@ Platform Layer Lo ,5 s
Metrics Container Orchestration Database E
A = @ A - 6
I;ll :l Virtual fl\Aachine ,Sfc’)ra e Virtual Jl\ﬂachine
;l-;l \ ) PLATFORM Insta_cne A ‘," Instangce Insta_nce B
() ( R .

Infrastructure Layer

Traces Comput Networkin St oy b :
(Topology) ompute etworking orage H%Ef > " < H%E

Q oo Physical Machine Physical Switch Physical Machine

INFRASTRUCTURE

Alerts Virtual Machine Physical Machine

= O © Q

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 11




I Traces

* Tracks the processing of each request.

* Terminologies

 Span log (abbr. span): a log recording the contextual

information of each service invocation.

 Trace log (abbr. trace): all the spans that serve for the same

request.

Service invocations for a request.

Tianyi Yang

Span 1D e22f30bdbfd09134
Parent Span 1D | b42a04bf18997d5d
Name ts-preserve-service

Timestamp (pus) | 1618589098705000
Duration (us) 1126

Result SUCCESS

Trace ID c0d17d481f47bdd9
Additional Logs

A span generated by the
train-ticket benchmark.

wmx i

N | SpanID | ParentID | Name | Timestamp | Duration | Result | ... |

_—_—~

A trace with 6 spans.

12



2 Monitoring Metrics

* Monitoring Metrics

* Observes real-time statuses of O 88 sensorData-
microservice systems.

Sensor rebulld time (large)

* Timestamped data with fixed intervals.

* Terminologies

* System performance metrics.

* E.g., CPU usage, memory usage, NIC
send/receive rate.

* Business metrics.

* E.g., Request latency, request error
rate, and throughput.

Tianyi Yang 13



B Logs & Alerts

* Logs

 Semi-structured text printed by logging statements (e.g., printf(), logger.info()).

oONOOUH WNM

e Alerts
e Structured text no

2008-11-09 20:55:54 PacketResponder O for block blk 321 terminating

2008-11-09 20:55:54 Received block blk 321 of size 67108864 from /10.251.195.70

2008-11-09 20:55:54 PacketResponder 2 for block blk 321 terminating

2008-11-09 20:55:54 Received block blk 321 of size 67108864 from /10.251.126.5

2008-11-09 21:56:50 10.251.126.5:50010:Got exception while serving blk 321 to /10.251.127.243
2008-11-10 03:58:04 Verification succeeded for blk 321

2008-11-10 10:36:37 Deleting block blk 321 file /mnt/ hadoop/dfs/data/current/subdirl/blk 321
2008-11-10 10:36:50 Deleting block blk_321 file /mnt/ hadoop/dfs/data/current/subdir51/blk 321

tifications to call forimmediate human intervention upon system anomalies.

No. Severity Time Service Alert Title Duration  Location

1 Major 2021/05/18 06:36  Block Storage Failed to allocate new blocks, disk full 10 min Region=X;DC=1;...
2 Critical ~ 2021/05/18 06:38  Database Failed to commit changes ... 2 min Region=X;DC=1;...
3 Critical  2021/05/18 06:39  Database Failed to commit changes ... 5 min Region=X;DC=1;...

|

Alerts need to be promptly dealt with, but logs do not. ]

Tianyi Yang
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I Thesis Contribution

Chapter 3 /

Prediction of the
Intensity of

Dependency

»  The first empirical study on the
intensity of dependency.

»  The first method to quantify the
intensity of microservice
dependencies.

»  Release an industrial dataset for
reuse.

[ASE’21]

* Under review by ICSE’23

Intelligent Operations for
Reliable Microservices

Metrics
\ Chapter 5 \ Chapter 5

Chapter 4 J
Quality of Alerts Logging Practices

Self-adaptive

Resilience Testing

»  The first empirical study on the >  ldentify six antipatterns of alerts in a production cloud.
failures of resilient and >  ldentify four postmortem reactions to antipatterns.
unresilient microservices. »  Survey the current practice of logging for reliability.

»  The first self-adaptive resilience »  Propose directions on improving the quality of alerts and logs.
testing framework.

[ICSE’23]* [DSN’22, WWW’21] [CSUR’21]

Tianyi Yang

Towards Reliable Cloud Microservices with Intelligent Operations
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I Thesis Contribution

Intelligent Operations for
Reliable Microservices

Chapter 3 /

»  The first empirical study on the
intensity of dependency.

»  The first method to quantify the
intensity of microservice
dependencies.

»  Release an industrial dataset for
reuse.

[ASE’21]

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 16



I Thesis Contribution

Intelligent Operations for
Reliable Microservices

v/

Metrics

Chapter 4 J

Self-adaptive

Resilience Testing

»  The first empirical study on the
failures of resilient and
unresilient microservices.

»  The first self-adaptive resilience
testing framework.

[ICSE’23]*

* Under review by ICSE’23

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 17



I Thesis Contribution

Intelligent Operations for
Reliable Microservices

Quality of Alerts Logging Practices

Identify six antipatterns of alerts in a production cloud.

Identify four postmortem reactions to antipatterns.

Survey the current practice of logging for reliability.

Propose directions on automatic alert governance and improving
the quality of logs.

YV V V V

[DSN’22, WWW’21] [CSUR’21]

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 18



Background and Contributions

Predicting the Intensity of Dependency

Self-adaptive Microservice Resilience Testing

Empirical Study on Alerting and Logging

Conclusion and Future Work
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2 A Survey of the Outages in AWS

AWS Post-Event Summaries

AWS Post-Event Summaries

X

X
X
A

\\The following is a list of post-event summaries from major service events that impacted AWS service availability: \ Ca SCa d in g fa il ure

Summary of the Amazon Kinesis Event in the Northern Virginia (US-EAST-1) Region, November, 25th 2020

Summary of the Amazon EC2 and Amazon EBS Service Event in the Tokyo (AP-NORTHEAST-1) Region, August 23, 2019
Summary of the Amazon EC2 DNS Resolution Issues in the Asia Pacific (Seoul) Region (AP-NORTHEAST-2), November 24, 2018.
Summary of the Amazon S3 Service Disruption in the Northern Virginia (US-EAST-1) Region, February 28, 2017.

Summary of the AWS Service Event in the Sydney Region, June 8, 2016.

Summary of the Amazon DynamoDB Service Disruption and Related Impacts in the US-East Region, September 20, 2015.

Summary of the Amazon EC2, Amazon EBS, and Amazon RDS Service Event in the EU West Region, August 7, 2014. 5 out Of 15 Ama Zon We b SerV| Ce
Summary of the Amazon SimpleDB Service Disruption, June 13, 2014.

(AWS) outages are related to
Summary of the December 17th event in the South America Region (SA-EAST-1), December 20, 2013. . |
Summary of the December 24, 2012 Amazon ELB Service Event in the US-East Region, December 24, 2012. Se rV| Ce d e pe n d e n Cy-

Summary of the October 22, 2072 AWS Service Event in the US-East Region, October 22, 2012.
Summary of the AWS Service Event in the US East Region, July 2, 2012.

Summary of the Amazon EC2 and Amazon RDS Service Disruption in the US East Region, April 29, 2011.

AWS Post-Event Summaries

Tianyi Yang 21


https://aws.amazon.com/premiumsupport/technology/pes/

2 AWS Kinesis Event on Nov 25th, 2020

AWS !l l!atch AWS 'olto |

(Customer Dashboard) (APl Usage Analysis)
Failure (dep) Fallure (bug & dep) Upgrade

Reduced dependency can
accelerate failure recovery.

(Stream Data Processing) Upgrade
Failure (upgrade)

[Northern Virginia (US-EAST-1) Region]

Summary of the Amazon Kinesis Event in the Northern Virginia (US-EAST-1) Region

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 22


https://aws.amazon.com/message/11201/

2» Drawbacks of Current Failure Diagnosis Methods

OCEs fix service 4

Failure OCEs of service
detected on Ainspect 4
service A itself

Is A itself
erroneous?

Involve OCEs of
A’s dependent
services

Because each team only
Current practice is inefficient and h“h"e’ a ’OC:" view of the
. whole system.
dependent on the human experience.

* OCE: On-Call Engineer

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 23



2 Intensity of Service Dependency

* The Intensity of dependency between

A — B is higher than the intensity of
dependency between A — C, due to

* Functionality
* Fault tolerance

e
[=]
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o
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o
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—— Service A

Service B

Service C

AA WA
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Time

Service A
—— Service B

Wr;mﬂ | N ”M ih l‘

0.0
06:00 07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
Time
§400 Service A
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Time

Tianyi Yang

Towards Reliable Cloud Microservices with Intelligent Operations
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2» Intensity of Service Dependency

We define the intensity of dependency between two services

as how much the status of the callee service influences the
status of the caller service.

* Intensity is inherently determined by the program logic of services.

* Manual maintenance of intensity is hard due to the fast-evolving nature.

* But we could predict the intensity of dependency from traces.

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 25



2 AID: Predicting the Aggregated Intensity of Dependency

Candidate
Selection

>

Raw
Traces

Tianyi Yang

Service Status
Generation

O-A
O0=0

Candidate
Dependency

O-»x

List

Intensity
Prediction

>

Status Series
of Services

Towards Reliable Cloud Microservices with Intelligent Operations

>‘é

.’

)

Dependency
Graph with
Intensity

26



I AID: Candidate Selection

‘IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII..

Candidate

. S
= Selection O-A| Candidate :
- » |0—o| Dependency [—*
[ ] . = » ‘—
. 0-»x List . ~
., 5 #Y.. Dependency \
Raw I ‘ .‘ Graph with Microservice A /I‘\/Ii(';roservick Microservice E
Traces » .
Intensity
> E Status S.enes — Microservice B Microservice D
—-|| of Services

* Objective

* Select the candidate invocation pairs (caller, callee) from raw traces where caller directly invokes
callee.

* Method

* Iterate over all spans to get the invocation pairs.
* Get the invocation pairs if the cloud system have a centralized database of invocation.

Tianyi Yang 27



I AID: Service Status Series Generation

. £ 400 Service A
Candidate : = —— Service B
Selection O-A| Candidate 2300 — ServiceC\WW
» |0—+o| Dependency | z
02X List Intensity - % 200
9 Raw BN CLTCTTTET PRI T PP PRPPRPPPRPPRRPRRREE .. Prediction S ‘.e Dgrpainhdvevﬁ(r;]y 'q'éloo
Traces E Service Status é \y Intensity é 0
Generation | _'_j Status Series | | =
—-[| of Services - £
*¢ismsssssssEssEssEssEsEEsEEEEEEEEEEEs 4 ';:0.5
a
0.0
* Three aspects of indicators of service status 02 -
* Number of Invocations ol “ “ t'lb' “ﬂ
] ] = ARE
 Durations of Invocations \ U M) \l
ool Al f\

® E rror Of I nvocations 06:00 08:00 10:00 12:00 14:00 16:00 18:00

Time (minute)

* Method: calculate the number of invocations, average duration, and error rate of all
spans of a service in a fixed time interval (e.g., 1 minute).

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 28



2 AID: Intensity Prediction

9 Traces

d

(P:,Cy) _

status

5(1 6d + 6rtt

Candidate , Callee
y 4 o_’o Dependency - “IIIIIIIIIIIIIIIIIIIIIIIIIIIIII..‘
02X List ! Intensit .
M )" .
. e #Y. Dependency | =
Raw | a Prediction q ‘ Q Graph with | = Caller
Service Status . &7 Intensity .
Generation » .—-_:- Statusseries _".llllIIIIIIIIIIIIIIIIIIIIIIIIII".
_J- of Services Algorithm 1: Dynamic Status Warping
Input: The status series of caller service and callee service
status”, status®; duration series of callee dur®, estimated
° I d . th . 'I t . ) t t . round trip time 9,4, max time drift &4
ea. e more simiiar WO Services’ status series Output: The similarity between two status series
. . . . 1 Set the warping window w = max(durc) + Ot
are, the higher the intensity is. 2 K = length(status°)
3 N = length(status”)
4 Initialize the cost matrix C € RX*V | set the initial values as +oo
¢ M ethOd 5 C11 = (statust — status§)?
6 for i =2...min(dy4, K) do // Initialize the first column
L] L] - C
« Dynamic Status Warping. 7 | = Cont (tatus] sty
8 en
S : : : : for j =2...mi 04, N) d Initialize the first
« Similarity Normalization & Aggregation. o T e o oty e the st o
; g J
11 end
12 fori=2... K do
(Pi.Cy) (P.C) 1 13 for j = max(2,i — d4) ... min(N,i + w + ¢4) do
dstm’f'u,s - mln(dstc;tus) I(Pz;O’L) - _ Z dgiéi';), S — {Z.'nonj err, d’wr'} 14 | dCi’j = min(Ci_lyj_l, Ci—l,j7 Ci,j—l) + (statusf o statu.siC)Q
m (d(Pvc) ) — min(d(P’C) ) 3 15 | en
X\ Ustatus status statusesS 16 end
17 return Cg v
Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 29




2 Experiment Settings

* Dataset
) . DATASET STATISTICS.
* Industry!: Production Huawei Cloud traces.
« TT2:Simulated traces by the Train-Ticket Dataset TT Industry
benchmark. ) )
# Microservices 25 192
_ # Spans 17,471,024  About 1.0e10
* Manual labeling S - s
t
* Industry: By engineers of Huawei Cloud. rons
 TT: By two PhD students familiar with the # Weak 1 8

benchmark.

"We only labeled 75 dependencies that the engineers are familiar with.
2 FudanSELab/train-ticket: Train Ticket - A Benchmark Microservice System (github.com)

Tianyi Yang 30



https://github.com/FudanSELab/train-ticket/

P Effectiveness of Intensity Prediction

PERFORMANCE COMPARISON OF DIFFERENT METHODS ON TwWO

DATASETS

Dataset Method Metric
CE MAE RMSE
Pearson 0.6872 0.3305 0.4388
T Spearman 0.7512 0.3735 0.4697
Kendall 0.6464 0.3749 0.4577
AID 0.4562 0.3435 0.3859
Pearson 0.6076 0.4524 0.4563
Industr Spearman  0.6030 0.4501 0.4537
Y Kendall  0.6258 0.4636  0.4656
AID 0.3270 0.1751 0.3044

Tianyi Yang

* Parameter Settings
* Binsizet = 1min
* Estimated round trip time 8,4+ = 0

* Max time drift
* §; = 1 min (for Industry dataset)
* §; = 0min (for TT dataset)

31



2 Ablation Study

0.350
0.325
0.300

0.275

Loss

0.250
0.225
0.200

0.175

M
—

—&— Cross Entropy
~@~ Mean Absolute Error
+ Root Mean Squared Error

THE IMPACT OF DIFFERENT SIMILARITY MEASURES

1 2 3 4 5 6 7 8 9 10
Bin size T (minutes)

/]I?’)i::l;assie;te Method Metric
CE MAE RMSE
TT  AlDpsw 04562 03435 0.3859
AminAIprw 04494 03467 03832
Industry AlIDpgw  0.3270 0.1751 0.3044
Amin Aprw 03584 0.1996  0.3169

Tianyi Yang

Towards Reliable Cloud Microservices with Intelligent Operations
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I Use Cases of AID

* Mitigation of Cascading Failures e
* Limit the traffic to critical cloud services. \\u_“
>

* Recover the dependencies marked as “strong”’ Fault
f' p g Injection »-.-—) K ‘)u
Irst. Lt Prevention [T

- p CIo_ud Intensity  Dependency /Mitigation Engineers
Services Prediction Management of Failures

Manual
Correction

o . . (AID) Center
* Optimization of Dependencies End User
* Dependency management system detects
strong dependencies and reminds engineers.
* Discovered more than ten unnecessary e T \
: L ' ‘ l
dependencies within four months. ' Already deployed in § v
" HUAWEI /I

-~ em - - - - - e o o S e e . . ..

.



2» Summary of Chapter 3

First to identify the concept of aggregated First method to quantify the intensity df
intensity of dependency for failure diagnosis dependencies between different
and failure recovery. services.

Experiments on simulated & industrial

datasets show its effectiveness and Successfully deployed in Huawei Cloud.

efficiency.

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 34



Background and Contributions

Predicting the Intensity of Dependency

Self-adaptive Microservice Resilience Testing

Empirical Study on Alerting and Logging

Conclusion and Future Work
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I Resilience of Online Services

Resilience: the ability to maintain performance at an

acceptable level and recover the service back to normal
under service failures.

aq g§ =X
Cateway @

Replica 2

Replica 1

Test software resiliency - IBM Garage Practices

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 37


https://www.ibm.com/garage/method/practices/manage/practice_resiliency/

2 Current Practice for Resilience Testing

Failure type Network jam
S | Inject Evaluate
etrules . i T Metrics to Rx_bytes, tx_bytes,
monitor throughput

Passing criteria Request throughput
recover within 5 minutes

An example rule set

Mes
Y x Mm tx_bytes
oo e /\/\/\/\/\ —— throughput
Monolith Microservices

Time

Normal Period Failure Injection Period

Metrics

38

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations



2 Issues of Current Practice: Scalability

 Scalability Issue

* Manual identification of the failure rule sets
relies heavily on domain expertise.

* Fast-evolving nature of microservices requires
frequent updates of failure rule sets.

Manual identification of failure rule
sets does not scale.

Tianyi Yang

Cultuee

Quality

Towards Reliable Cloud Microservices with Intelligent Operations
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2 Issues of Current Practice: Adaptivity

* Adaptivity Issue
* PASS/FAIL cannot depict the subtle difference
in an online service’s resilience.
* Reasons

* The impact of a failure is diversiformin a
microservice system.

* Online services can be in a gray-failure status
instead of fail as a whole.

Defining fixed failure rule sets for
evaluating resilience is inadaptive.

Tianyi Yang

FAI L U R E GRACEFUL

RELIABILITY criticaL

DEGRADATION

CONTINUE
. FAULT#
svstem 1 OLERANCE
REPLICATION & REDUNDANCY AVAILABILITY

OPERATION < COMPONENT PERFORMANCE

SOFTW.

40



I Characteristics of Resilient Microservices

* Inject failures into two deployments of the
same microservice benchmark system.
* One with common resilience measures

* One without common resilience measures

* Compare the manifestation of failures on
the two deployments.

Deployment 2

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 41



I Characteristics of Resilient Microservices

* Service degradation manifests the impact of the injected failures.
* Measured by the performance difference between the normal period and the fault-injection period.

* Insight

* The less degradation propagation from system performance metrics to business metrics,

* The highel’ the resilience. Degradation w/o Degradation w/
resilience resilience
mechanisms mechanisms

Container CPU High container CPU usage, Decreased but
acceptable response

overload slow response speed speed

Low resilience A |

ﬁ Container TCP Connection error within eturnto norma
W \/\ di i . response
) . isconnection container d shortl
High resilience >peed shortly
: _ — Instance offline, v at
Performance Business Container instance unresponsive Response normally after
. . killed . . . some time
Metrics Metrics microservice endpoint
(More in the thesis) ......

Tianyi Yang 42



2 AVERT: A Self-adaptive Resilience Testing Framework

Failure Execution Degradation-based Metric Lattice Search Resilience Indexing
R
| & ¥, /et —
: Failure Degradation-based :
Injection i Metric Selection ~ :
88 TN =B
8 ........... . . ........... ) 13 ......... .; ........ )D ...................... )__O
: o— —
Load Metric Lattice Ranked Remhe'nce
Generation Construction Metrics Indexing
- )@ ........ - T »(((0)) }:-ereeeeni
Failure Metric Lattice
Clearance Search
[ Collect monitoring metrics. ] [ Rank the metrics by degradation. ] [ Index the resilience. ]

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations 43



I AVERT: Failure Execution

Failure Execution

* Two phases for each type of failure.

e %% * Failure injection & Failure clearance.

Failure _
: Injection * Data collected
8 % ___________ - « Two types of metrics
8 e Business metrics B
Load  System performance metrics P
Generation :
S . = ) e .
@ * Denote all metricsas M
Failure M = BUP = {ml,mz, ...,mM}
Clearance Hl, m; €EB Vmi eEP
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2 AVERT: Degradation-based Metric Lattice Search

* Construct the metric Iattice from the
power set of M.
T (NS ) * Each nodeis a subset of M.

Degradation-based Metric Lattice Search

: , * Ordered by the subset-superset relation.
: Degradation-based

Metric Selection

=
........ » i,k .; }l:l: @
Construction Metrics
e ()

Metric Lattice

s
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2 AVERT: Degradation-based Metric Lattice Search

* Idea
D lon- ic Latti h .
egradation-based Metric Lattice Searc * Depth-first search from the upmost node to
the bottommost node.

* Select the metric that contributes most to the
overall service degradation.

© Degradation-based
Metric Selection

o] m—
........ » i,k .; }l:l: @
Construction Metrics
e N 09) ) T :
Metric Lattice ) b
Search
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2 AVERT: Degradation-based Metric Lattice Search

Algorithm 3: Degradation-based Metric Selection
Input: The monitoring metric subset M’; The monitoring metrics
during the failure injection period M’/; The monitoring
. _ . . metrics during the failure clearance period M™
Degradatlon baSEd Metrlc Laﬂlce Seal'Ch Output: The metric m; € M’ where m; contribute most to the
overall service degradation
1 Function MetricSelection(M', M/, M™):
2 T = length of the monitoring metrics
s | D=]
4 for m; € M’ do
5 // Compute the performance difference of each individual
metric

6 fort=1...T do
= || a0 = -meo
E: 9 b; = 8; — & // Normalize &;

Degradation-based
Metric Selection

NN NN NI NN EECEE NS EN NN EEEEEREEEE

Metric T : Rank d 10 D= [D;ti-} // Concatenate the normalized performance
etric Lattice : e difference
) : . 11 end
Construction Metrics T = e P PO D =1 FRedTeR €6 BhedMmiensIon T — =
: | Principal Component Analysis | Select the
-------- > hs // Select the metric that contribute most to the performance | . .
- difference ] metric with
by | ford;eDdo I highest
e Lo :15 | ¢; = Contribution(dpct, d;) : ContribUtiOn
' end
Search (kg cmaxr = max(¢;) :
hs imaxr = arg max;(¢;) |

[ B | L B B B B B &N B B B B §B B B B B B N B §B N §B B _§B |
return crnar, My

20 End

Please check the detailed algorithm in the thesis.
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2 AVERT: Resilience Indexing

* |dea

* If the degradation of system performance
metrics cannot propagate to the degradation
of business metrics, the resilience is higher.

Resilience Indexing

* Approach
— * Calculate the degradation contributed by B
............. ):_o and P.
— ¢
Resilience Dp = Z .
Indexing m;EP logy(rank(mi; £) +1)

C.
Dp = -
. Z logy(rank(m;; L) + 1)

miEB
* Calculate the propagation.

1
" 1+ eDs—Dr
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2 Experiment Settings

* Dataset
e TTL
* The Train-Ticket benchmark
* Env: Kubernetes

* No. of failures: 24

.« SN2 Dataset |B| |P| #Microservices #Fuilures
e The Social-Network benchmark Train-Ticket 30 209 15 24
* Env: docker compose Social-Network 50 325 25 10

* No. of failures 10

* Manual labeling of resilience
* Done by two PhD students.
* Verified by experienced engineers of Huawei.

' FudanSELab/train-ticket: Train Ticket - A Benchmark Microservice System (github.com)
2 delimitrou/DeathStarBench: Open-source benchmark suite for cloud microservices (github.com)

p



https://github.com/FudanSELab/train-ticket/
https://github.com/FudanSELab/train-ticket/
https://github.com/delimitrou/DeathStarBench

I Effectiveness

Table 4.3: Performance Comparison of AVERT on Two Datasets Table 4.4: Ablation Study of AVERT on Two Datasets
Method Train-Ticket Soctal-Network Method Train- Ticket Social-Network
CE MAE  RMSE  CE MAE  RMSE CE  MAE RMSE CE  MAE RMSE
SVC 08864 04875 05504  0.7483 04426 05165 AVERT-uc 03379 02735 03067 0874 01655 01905
RF  0.6973 04259 05005 0.5646 0.3787  0.4416 AVERT-corr 02320 0.1985 0.2206 0.2532 02148  0.2449
- ET 0.8766 0.4682 0.5470 0.6546 0.4199 0.4893 AVERT-cid ~ 0.1784 0.1589 0.1810 0.3131  0.2542  0.2933
AVERT 0.1775 0.1572 0.1842 0.1159 0.1078 0.1203 AVERT-dtw 0.1775 0.1572 0.1842 0.1159 0.1078 0.1203
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I Use Cases of AVERT

* Automatic Resilience Indexing

e Selection of the Vulnerable Metrics
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2» Summary of Chapter 4

An empirical study to demonstrate the First self-adaptive resilience testing framework,

feasibility of self-adaptive resilience AVERT, that can automatically index the
testing for microservice systems. resilience of a microservice system to different
failures.
AVERT measures the degradation propagation Evaluation on two open-source
from system performance metrics to business benchmark microservice systems
metrics. The higher the propagation, the lower indicates the effectiveness and

the resilience. efficiency.
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Background and Contributions

Predicting the Intensity of Dependency

Self-adaptive Microservice Resilience Testing

Empirical Study on Alerting and Logging

Conclusion and Future Work
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Empirical Study on Alerting
and Logging
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2 Why the Quality of Alerts and Logs Matters?

* Logs and alerts are important for  But the generation and processing of
reliability assurance. alerts are highly empirical.

Application logs EEEEEEEEES \
Database logs  Jaiailtetlt v
8 W
Network logs |- .. - EEE C& - ::
-
Configuration files | ——
,. Log Log Search& Actionable
--------- Coledion  Pawng meayes o

Detected Mitigated I I o~ ) -
Alert l Back to Normal /I
Undetected B
Failure/Incident @

[Service Error/Anomaly ]7
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2 Anti-patterns of Alerts in Cloud Systems

3 (16.7%)|—
Quantitative inspection of 4 million alerts 12 (11.1%)
in 2 years + Interviews with 18 OCEs.
~3(16.7%)
10 (55.6%) |~
* Individual anti-patterns <1 year s 2 ~ 3 years
 [A1] Unclear Name or Description. T 1~ 2years > 3 years
e [A2] Misleading Severity. Working Experience as an OCE
* [A3] Improper and Outdated Generation Rule. wsm High = Low No Impact
* [A4] Transient and Toggling Alerts. Al
A2 2 O
* Collective anti-patterns A3 ;i 1
* [A5] Repeating Alerts. A4 0
 [A6] Cascading Alerts. A .
A6 14 4

Impact of Anti-patterns
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2» Standard Alert Processing Procedure

SOP for alert nginx cpu usage over 80

Description

CPU usage of nginx instance is higher than 80%

Generation Rule

Continuously check the CPU usage of nginx instance,
generate the alert when usage is higher than 80%.

Potential Impact

Affects the forwarding of all requests.

Possible Causes

a) The workload is too high. b) ......

Steps to Diagnose

Step 1: execute command top -bnl in the instance.

Step 2: ......

An example Standard Operation Procedure

. <1 year
Helpful

B 1~2 years
.2~3 years

>3 years

Limited Help

Answers to “Overall Helpfulness”
regarding OCEs’ working experience.

Tianyi Yang

Towards Reliable Cloud Microservices with Intelligent Operations
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2» Reactions to Anti-patterns

[ Effective [ Limited Effect Not Effective

* Reactions

* [R1] Alert Blocking.

* [R2] Alert Aggregation.

* [R3] Alert Correlation Analysis.
* [R4] Emerging Alert Detection. "

R1

R2

R3

=
N
(0s]

N

Effectiveness of Reactions

Tianyi Yang Towards Reliable Cloud Microservices with Intelligent Operations
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2» Automatic Evaluation of the Quality of Alerts

e

Avoidance

7N

Ak
S

\ N

\

L

Reaction

\Automatic Detection 1)

Tianyi Yang

* Criteria to measure the quality of alerts
* Indicativeness
* Precision
* Handleability

* Incorporating human knowledge and
machine learning to evaluate the three
aspects of alerts
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2» Mechanism of Logging

1| public void setTemperature(Integer temperature) {
r---------------------- I N .

2 F § -

3 loggerraebug |Temperature set to {}. 0ld temperature was {};j t, oldT)
1| if (temperature.intvalue() > 50) { o TEEEmEmEEmEmEaEmEsEs=
5

logger.info("Temperature has risen above 50 degrees.");

Static Dynamic
Text Content

1| @ [setTemperature] DEBUG Wombat - Temperature set to 61. 0ld temperature was 42.
2| @ [setTemperature] INFO Wombat - Temperature has risen above 50 degrees.

6 1} Verbosity
7( } Level
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2 Challenges for Logging

Challenges

Where to log

What to log

How to log

Tianyi Yang

Meaning

Determining the appropriate
location of logging statements.

Providing sufficient and concise verbosity
level, static text, and dynamic content.

The systematical design pattern and
maintenance of logging statements.

Each challenge
exhibits one or

more aspects.
—

Aspects

Diagnosability
Maintenance

Performance

61



2» Where to log

Aspects Objectives

— Diagnosability > Minimize or reduce overhead

m Suggest appropriate placement of

logging statements into source code

—  Performance

— Study logging practice in industry

Tianyi Yang 62



2» What to log
Aspects

Objectives

— Enhance existing logging code to aid debugging

——> Diagnosability —

— Suggest proper variables and text description in log
Determine whether a logging statement
—
is likely to change in the future
What -+ Maintenance ——
— Study logging practice in industry

Study the performance overhead and
energy impact of logging in mobile app

—— Performance ——

Automatically change the log level of a
system in case of anomaly

Tianyi Yang 63



— Diagnosability —

Objectives

— Characterize the anti-patterns in the logging code

Optimize the implementation of logging

—>  Maintenance —1

mechanism to facilitate failure diagnosis

Determine whether a logging statement
is likely to change in the future

—  Performance ——

— Characterize and detect duplicate logging code

—> Characterize and detect the anti-patterns in the logging code

— Characterize and prioritize the maintenance of logging statements

Study the relationship between logging
characteristics and the code quality

Tianyi Yang

— Propose new abstraction or programming paradigm of logging
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2» Improving the Quality of Logs

* Prospective Directions * Best Practices for Logging
* Analysis-Oriented Logging * Always follow the logging standards
* Automated Generation of Logging Statements * Keep proper quantity of log messages

Tianyi Yang 65



2» Summary of Chapter 5

First empirical study on characterizing and

mitigating anti-patterns of alerts in an

industrial cloud system.

|dentify four individual anti-patterns, two
collective anti-patterns, and four postmortem

reactions.

Propose directions on improving the

quality of alerts and logs.
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I Conclusion

Intelligent Operations for
Reliable Microservices

— VN

Metrics

v

Self-adaptive
Resilience Testing

Prediction of the

Intensity of Quality of Alerts Logging Practices

Dependency

»  The first empirical study on the »  The first empirical study on the >  ldentify six antipatterns of alerts in a production cloud.
intensity of dependency. failures of resilient and >  ldentify four postmortem reactions to antipatterns.
»  The first method to quantify the unresilient microservices. »  Survey the current practice of logging for reliability.
intensity of microservice »  The first self-adaptive resilience »  Propose directions on improving the quality of alerts and logs.
dependencies. testing framework.
»  Release an industrial dataset for
reuse.
[ASE’21] [ICSE’23]* [DSN’22, WWW’21] [CSUR’21]

* Under review by ICSE’23
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3 Future Work

Multiple data type Single data type

Trace Compression
Traces based on Service
Topology

Human-in-the-loop

Metrics :
Auto QoA Evaluation

Fusing Multiple /

Data Sources for

Intelligent Operations \

of Logging Statements

Automated Generation

Analysis-Oriented
Logging
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2 Categorization of the Research Thesis

Data
A
Metrics AVERT (§4)
Traces AID (§3)
Alerts Alerting (§5)
Logs Logging (§5)

» Measures

Proactive Reactive Retrospective
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2» Questions

* Why data-driven?

Wi -n'm z WHERE?=2--_

WHO? WHERE? WHAT? HOW? WHY.WHﬂ .
* Adaptivity: Data-driven approach can adapt to EWH(‘)M'A WﬁiT’
various types of online services with different HOW? e WHEN?
. WHERE w:”‘”"""""“’””""‘“-‘-’w“’-‘-"f\ © WHEN? WHERE?
programming languages. =W 3H0W7
 Practicality: Non-intrusive, like a plug-in e _,___,=gw*'z'ﬁv‘n’.§lww
. . 7 7
module for online services. W%}A’vy“gpm’,’mY
'|~_wuv7mw7 WHERE?
<W§9§M&§E’
. . \MHY7=Wﬁd7m
* Why to use such types of monitoring = e
data? ——
. S . = WHERE?3.
* Such data types are universal in microservice HOW? WHO0?
. WHO? WHERE? WHAT? HOW?
architectures. WHAT? HOW? WHY?

wae P
(7 =
= [}

r \WHERE? 0t

Tianyi Yang
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I Evaluation Metrics

CFE = %Z yz log(pz) + (1 T yl) log(l _pz)]

n

N o m.\2
RMSE = \/ Zi:l(?\zf i)

[ The smaller, the better. ]
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