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Rich Web Data

Web pages
One trillion 

unique URLs

Question answer
Yahoo! answer

Scientific literature
DBLP data

Query logs
AOL query log

Web mining 
techniques
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Query

Overview

Rich Web Data Information

Web pages, images, etc.

Query log analysis

Web mining techniques

Expertise retrieval

Relevant experts
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Objective

o Combine the content and the graph information
o Leverage IR, link analysis, ML in a unified way
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Outline

o Background: Web Mining Techniques
n Information retrieval, link analysis, machine learning

o Modeling Bipartite Graph for Query Log Analysis
n Entropy-biased Models [w/ King-Lyu, SIGIR’09]

n Co-HITS Algorithm [w/ Lyu-King, KDD’09]

o Modeling Expertise Retrieval
n Baseline and Weighted Model [w/ King-Lyu, ICDM’08]

n Graph-based Re-ranking Model [w/ Lyu-King, WSDM’09]

n Enhanced Models with Community  [w/ King-Lyu, CIKM’09]

o Conclusion and Future Work
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o Information retrieval models 
n Vector space model
n Probabilistic model
n Language model

o Web link analysis 
n PageRank: a link represents a vote
n HITS: good hubs points to good authorities
n Other variations 

o Machine learning
n Semi-supervised learning
n Graph-based regularization framework

Background
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Query log data:
Query-URL 

bipartite graph

Query log data:
Query-URL 

bipartite graph

Modeling Bipartite Graph for Query Log Analysis

o Many Web data can be modeled as bipartite graphs

DBLP data:
Author-Paper 
bipartite graph

Netflix data:
User-Movie 

bipartite graph

It is very essential to model bipartite graphs for mining these data types.

How to weigh the
edges of the graph?

How to combine the
graph with other info.?
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Query Log Analysis

n Query suggestion
n Query classification

n Targeted advertising 
n Ranking

o Query log analysis – improve search engine’s capabilities

Modeling Bipartite Graph for Query Log Analysis
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Click Graph

o Click graph – an important technique
n A bipartite graph between queries and URLs
n Edges connect a query with the URLs 
n Capture some semantic relations, e.g., “map” and “travel” 

How to utilize and model the click graph to represent queries?

Traditional model based on 
the raw click frequency (CF)

Propose two kinds of models
n Entropy-biased framework
n Co-HITS algorithm

Modeling Bipartite Graph for Query Log Analysis
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Outline

o Part I: Entropy-biased Framework for Modeling 
Click Graphs
n Motivation and Preliminaries
n Traditional Click Frequency Model
n Entropy-biased Model
n Experimental Results
n Summary
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Motivation

o Basic idea
n Various query-URL pairs should be treated differently

o Intuition
n Common clicks on less frequent but more specific URLs are 

of greater value than common clicks on frequent and general
URLs

Is a single click on different URLs equally important?

General URL

Specific URL

Part I. Entropy-biased Framework
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Preliminaries

Query:

URL:

User:

Query instance:

Part I. Entropy-biased Framework
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Traditional Click Frequency Model

o Transition probability: Normalize the click frequency (CF)
From query to URL: From URL to query:

Part I. Entropy-biased Framework

n Measure the similarity between queries
o The most similar query: q2 (“map”) à q1 (“Yahoo”)
o More reasonable: q2 (“map”) à q3 (“travel”)

Entropy-biased 
model
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Entropy-biased Model

o The more general and highly ranked URL 
n Connect with more queries
n Increase the ambiguity and uncertainty

o The entropy of a URL:
n Suppose

n Tend to be proportional to the n(dj)

It would be more reasonable to 
weigh these two edges differently

Part I. Entropy-biased Framework

The number of queries that connected with dj
Query frequency

Transition probability from a URL to a query
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Entropy

Entropy à Discriminative Ability

o Entropy increase, discriminative ability decrease
n Be inversely proportional to each other
n A URL with a high query frequency is less 

discriminative overall
o Inverse query frequency

n Measure the discriminative ability of the URL 

n Benefits
o Reduce the influence of some heavily-clicked URLs
o Balance the bias of clicks for those highly ranked URLs
o Incorporate with other factors to tune the model

Part I. Entropy-biased Framework

Constant
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CF-IQF Model

o Incorporate the IQF with the click frequency

o A high click frequency

o A low query frequency

o “A” is weighted higher than “B”

Part I. Entropy-biased Framework

The surface specified by the click frequency, query 
frequency and cfiqf, with color specified by the cfiqf 
value. The color is proportional to the surface height.
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CF-IQF Model

o Transition probability

The most similar query
q2 (“map”) à q3 (“travel”)

The most similar query 
q2 (“map”) à q1 (“Yahoo”) 

Part I. Entropy-biased Framework
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UF Model and UF-IQF Model

o Drawback of CF model
n Prone to spam by some malicious clicks (if a single 

user clicked on a certain URL thousands of times)
o UF model

n Utilize user frequency instead of click frequency
n Improve the resistance against malicious clicks

o UF-IQF model

Part I. Entropy-biased Framework
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Connection with TF-IDF

o TF-IDF
n Successfully used in vector space model for text retrieval
n Try to interpret IDF based on binary independence 

retrieval (BIR), information entropy and LM
n TF-IDF has never been explored to bipartite graphs

o Entropy-biased framework (CF-IQF)
n IQF is new
n CF-IQF is a simplified version of entropy-biased model
n Share the key point to tune the importance of an edge
n The scheme can be applied to other bipartite graphs 

Part I. Entropy-biased Framework
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Mining Query Log on Click Graph

Query clustering

Query-to-query similarity

Query suggestion
Appendix B

Models

Query-to-query similarity

Part I. Entropy-biased Framework
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Similarity Measurement

o Cosine similarity

o Jaccard coefficient

o The similarity results are reported and analyzed 

Part I. Entropy-biased Framework
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Experimental Evaluation

o Data collection
n AOL query log data

o Cleaning the data
n Removing the queries that appear less than 2 times
n Combining the near-duplicated queries
n 883,913 queries and 967,174 URLs
n 4,900,387 edges

Part I. Entropy-biased Framework
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Evaluation: ODP Similarity

o A simple measure of similarity among queries 
using ODP categories (query à category)

n Definition: 

n Example: 
o Q1: “United States” à “Regional > North America > 

United States”
o Q2: “National Parks” à “Regional > North America > 

United States > Travel and Tourism > National Parks and 
Monuments”

o Precision at rank n (P@n):

o 300 distinct queries

3/5

Part I. Entropy-biased Framework
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Experimental Results

o Query similarity analysis
1. CF-IQF is better than CF

UF-IQF > UF

Results:

Part I. Entropy-biased Framework

Better

2. UF is better than CF
UF-IQF > CF-IQF

3. TF-IDF is better than TF
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Experimental Results

o Query similarity analysis

4. Jaccard coefficient
The improvements are 
consistent with the Cosine 
similarity

Part I. Entropy-biased Framework
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Experimental Results

o Query similarity analysis
5. UF-IQF achieves best
performance in most cases.

6. CF and UF models > TF
CF-IQF, UF-IQF > TF-IDF

The click graph catches more 
semantic relations between 
queries than the query terms

Part I. Entropy-biased Framework
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Summary of Part I

o Introduce the inverse query frequency (IQF) to 
measure the discriminative ability of a URL

o Propose the framework of the entropy-biased 
model for the click graph
n IQF + CF, IQF + UF
n Formal model to distinguish the variation on different 

query-URL pairs in the click graph.

o Experimental results show the improvements of 
the proposed models are consistent and promising

Part I. Entropy-biased Framework
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Outline

o Part II: Co-HITS Algorithm 
n Motivation
n Co-HITS Algorithm

o Iterative Framework
o Regularization Framework

n Experimental Results
n Summary
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Motivation

Two kinds of information

Content Graph
IR Models
for

Link Analysis
for

- VSM
- Language Model
- etc.

- HITS
- PageRank
- etc.

Incorporate Content with Graph
- Personalized PageRank (PPR)
- Linear Combination
- etc.

Semantic relationsRelevance

Part II. Co-HITS Algorithm
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Preliminaries

Graph

Hidden links:

Explicit links:

Content
X Y

Part II. Co-HITS Algorithm
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o Basic idea
n Incorporate the bipartite graph with the content 

information from both sides
n Initialize the vertices with the relevance scores x0, y0

n Propagate the scores (mutual reinforcement)

Generalized Co-HITS

Initial scores Score propagation

Part II. Co-HITS Algorithm
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o Iterative framework

Generalized Co-HITS
Part II. Co-HITS Algorithm
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Iterative à Regularization Framework

o Consider the vertices on one side

Smoothness Fit initial scores

U

Wuu

Part II. Co-HITS Algorithm
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Generalized Co-HITS

o Regularization framework

R1 R2R3

Wuu Wvv

Intuition: the highly connected 
vertices are most likely to have 
similar relevance scores.

Part II. Co-HITS Algorithm
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Generalized Co-HITS

o Regularization framework
The cost function: Optimization problem:

Solution:

Part II. Co-HITS Algorithm
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Application to Query-URL Bipartite Graphs
o Bipartite graph construction

n Edge weighted by the click frequency
n Normalize to obtain the transition matrix

o Overall algorithm

Part II. Co-HITS Algorithm
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Experimental Evaluation

o Data collection
n AOL query log data

o Cleaning the data
n Removing the queries that appear less than 2 times
n Combining the near-duplicated queries
n 883,913 queries and 967,174 URLs
n 4,900,387 edges
n 250,127 unique terms

Part II. Co-HITS Algorithm
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Evaluation: ODP Similarity

o A simple measure of similarity among queries 
using ODP categories (query à category)

n Definition: 

n Example: 
o Q1: “United States” à “Regional > North America > 

United States”
o Q2: “National Parks” à “Regional > North America > 

United States > Travel and Tourism > National Parks and 
Monuments”

o Precision at rank n (P@n):

o 300 distinct queries

3/5

Part II. Co-HITS Algorithm
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Experimental Results

o Comparison of iterative framework

The initial relevance scores from both 
sides provide valuable information. 
The improvements of OSP and CoIter 
over the baseline (the dashed line) are 
promising when compared to the PPR. 

personalized PageRank               one-step propagation                         general Co-HITS

Result 1:

Part II. Co-HITS Algorithm

graphcontent U V incorporate V U
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Experimental Results

o Comparison of regularization framework
single-sided regularization                           double-sided regularization

SiRegu can improve the performance 
over the baseline. CoRegu performs 
better than SiRegu, which owes to the 
newly developed cost function R3. 
Moreover, CoRegu is relatively robust. 

Result 2:

Part II. Co-HITS Algorithm

graphcontent Incorporate R3 R1+R2
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Experimental Results

o Detailed results

The CoRegu-0.5 achieves the best performance. It is very essential 
and promising to consider the double-sided regularization framework 
for the bipartite graph.

Result 3:

Part II. Co-HITS Algorithm
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Summary of Part II

o Propose the generalized Co-HITS algorithm
n Incorporate the bipartite graph with the content 

information from both sides

o Investigate two different frameworks
n Iterative: include HITS and personalized PageRank as 

special cases
n Regularization: build the connection with HITS, develop 

new cost functions

o Experimental results 
n CoRegu is more robust, achieves the best performance

Part II. Co-HITS Algorithm
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Outline

o Background: Web Mining Techniques
n Information retrieval, link analysis, machine learning

o Modeling Bipartite Graph for Query Log Analysis
n Entropy-biased Models [w/ King-Lyu, SIGIR’09]

n Co-HITS Algorithm [w/ Lyu-King, KDD’09]

o Modeling Expertise Retrieval
n Baseline and Weighted Model [w/ King-Lyu, ICDM’08]

n Graph-based Re-ranking Model [w/ Lyu-King, WSDM’09]

n Enhanced Models with Community  [w/ King-Lyu, CIKM’09]

o Conclusion and Future Work
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Modeling Expertise Retrieval

o Expertise retrieval (Expert finding) task:
n Identify people with relevant expertise for a given query
n A high-level information retrieval
n DBLP bibliography and its supplemental data

Information 
Retrieval
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Overview of Expertise Retrieval

Part III:
o Baseline model
o Weighted language model
o Graph-based re-ranking

Part IV:
o Enhanced models with 

community-aware 
strategies

Modeling Expertise Retrieval
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Expertise Modeling

o Expert finding
n p(ca|q): what is the probability of a candidate ca being 

an expert given the query topic q?
n Rank candidates ca according to this probability.

o Approach:
n Using Bayes’ theorem,

where p(ca, q) is joint probability of a candidate and 
a query, p(q) is the probability of a query. 

Part III. Modeling Expertise Retrieval
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Baseline Model (Document-based Model)

o The probability p(ca,q):

Language Model Conditionally 
independent

q

D

ca

Baseline model

n Find out documents relevant to the query
n Aggregate the expertise of an expert candidate from the 

associated documents

Part III. Modeling Expertise Retrieval
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Weighted Model

q

D

ca

p(d)

A query example Weighted model

Part III. Modeling Expertise Retrieval
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General Expert Finding System
Part III. Modeling Expertise Retrieval
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Graph-based Re-ranking

o Key issue for expert finding:
n To retrieve the most relevant documents along with the 

relevance scores
o Intuition

n Global consistency: Similar documents are most likely 
to have similar ranking scores with respect to a query

o Regularization framework

Global consistency Fit initial scores

Parameter

Part III. Modeling Expertise Retrieval
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o Optimization problem

o A closed-form solution

o Connection with other methods
n μα à 0, return the initial scores
n μα à 1, a variation of PageRank-based model
n μα ∈ (0, 1), combine both information simultaneously

Graph-based Re-ranking
Part III. Modeling Expertise Retrieval
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Combination of Different Methods
Part III. Modeling Expertise Retrieval
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Experimental Setup

o DBLP collection and representation

Statistics of the DBLP collection

A sample of the DBLP XML records

Part III. Modeling Expertise Retrieval
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Experimental Setup

o Assessments
n Manually created the ground 

truth through the method of 
pooled relevance judgments

n 17 query topics and 17 
expert lists

o Evaluation metrics
n Precision at rank n (P@n)
n MAP
n Bpref (Appendix D)

Part III. Modeling Expertise Retrieval



Hongbo Deng
Department of Computer Science and Engineering
The Chinese University of Hong Kong

Ph.D. Thesis
Defense55

Experimental Results

o Weighted model LM(w) outperforms baseline model LM(bas)

Part III. Modeling Expertise Retrieval
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Experimental Results

o The performance can be boosted with Graph-based regularization 

Part III. Modeling Expertise Retrieval
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Experimental Results
Part III. Modeling Expertise Retrieval
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Summary of Part III

o Present the weighted model for expert finding
n Take into account both the relevance scores and the 

importance of the documents

o Investigate and integrate the graph-based 
regularization method with the weighted model

o Experimental results are presented to show the 
effectiveness of proposed models
n The performance is further boosted by refining the 

relevance scores of the documents

Part III. Modeling Expertise Retrieval
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Summary of Other Contributions

o Enhancing Expertise Retrieval 
n Communities could provide valuable insight and 

distinctive information
n A new smoothing method using the community context
n Ranking refinement based on community co-authorship
n Details in Appendix A
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Conclusion
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Future Work
o Query log analysis

n Personalization
o General click graph, user’s click graph, session info.

n Incorporate with other information 
o Query-flow model, user modeling

o Expertise retrieval on the Web
n Beyond a particular domain or intranet
n Identify relevant experts/trusted people
n Create a global expert and friend recommendation

o Apply to other applications
n Entity retrieval
n Online social media search
n …
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Q&A

Thanks!
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Appendix A: Enhancing Expertise Retrieval

o Motivation
n Communities could provide valuable insight and 

distinctive information

o Community-aware strategies
n A new smoothing method using the community context
n Ranking refinement based on community co-authorship

An example graph with two communities
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Document-based Model

o Key challenge
n Compute the relevance between query and document

o Statistical language model
n Smoothing p(t|θd) with the community language model 

p(t|Cd) instead of the collection language model p(t|G)
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Discovering Authorities in a Community

o Co-authorship frequency

o Normalized weight

o AuthorRank
n Measure the authority for the authors within a 

community

Co-authorship graph with: (a) co-authorship 
frequency, and (b) normalized weight
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Community-Sensitive AuthorRank

o Relevance

o The quantity p(Ck)

o Community Sensitive AuthorRank

n Suppose Ck be a “virtual” document, it becomes the 
document-based model

n Capture the high-level and general aspects for a query



Hongbo Deng
Department of Computer Science and Engineering
The Chinese University of Hong Kong

Ph.D. Thesis
Defense68

Ranking Refinement Strategy

o Two kinds of ranking results 
n Rd: capture more specific and detailed aspects
n Rc: reflect more general and abstract aspects

o Measure the similarity and diversity

o Ranking refinement
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Experimental Results

o Comparison of Document-based Models
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Experimental Results

o Comparison of Enhanced Models
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Experimental Results

o Discussion and Detailed Results
The detailed results of the community-sensitive AuthorRank for the query “machine learning.” 
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Experimental Results
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Summary

o Investigate the smoothing method using 
community context instead of the whole collection

o Introduce the community-sensitive AuthorRank for 
determining the query-sensitive authorities 

o Develop an adaptive ranking refinement strategy 
to aggregate the ranking results

o Experimental results shows a significant 
improvement over the baseline method

o Return from Appendix A



Hongbo Deng
Department of Computer Science and Engineering
The Chinese University of Hong Kong

Ph.D. Thesis
Defense74

Appendix B: Graph-based Random Walk

o Query-to-query graph
n The transition probability from qi to qj

o The personalized PageRank

Part I. Entropy-biased Framework
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Experimental Results

o Random Walk Evaluation

Results:
1. With the increase of n, both models improve their performance.
2. CF-IQF model always performs better than the CF model.

Part I. Entropy-biased Framework
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Experimental Results

o Random Walk Evaluation

In general, the results 
generated by the CF and the 
CF-IQF models are similar, 
and mostly semantically 
relative to the original query, 
such as  “American airline”.

Part I. Entropy-biased Framework

CF-IQF model can boost 
more relevant queries as 
suggestion and reduce some 
irrelevant queries. 
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Appendix C: Optimization Problem 
Optimization problem: Differentiating and simplifying:

Solution:
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Appendix D: Evaluation Metrics

o Precision at rank n (P@n):

o Mean Average Precision (MAP):

o Bpref: The score function of the number of non-relevant candidates


