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Recommender System Approaches

5

• Content based filtering

– Content analyzer

– Profile learner

– Filtering component

• Collaborative filtering

– Utilize other users’ 
ratings to recommend

– Neighborhood based

– Model based
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Recommender System Approaches

• Content based filtering

– News recommendation

– Pros
• User independent

• Explainable

• New items

– Cons
• Domain dependent

• Over-specialization

• New users

• Collaborative filtering

– Music movie 
recommendation

– Pros
• Domain independent

• Discovery new items

• Accurate

– Cons
• New items or users

• Black box algorithm
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Problem Statement

7

• Given 𝑁 users’ partial ratings on 𝑀 items, collaborative filtering 
methods try to predict each users’ preferences on each item.

• Notations
– 𝑁 users 𝒰 = 𝑢1, 𝑢2, ⋯ , 𝑢𝑁 , 𝑀 items ℐ = {𝑖1, 𝑖2, ⋯ , 𝑖𝑀}, all items 

rated by 𝑢𝑖 are denoted by ℐ𝑖, all users who have rated 𝑖𝑗 are denoted 
by 𝒰𝑗

– Ratings are arranged in a partially observed matrix 𝑋, where 𝑋𝑖𝑗 denote 
the rating user 𝑢𝑖 assigned to 𝑖𝑗

– Alternatively, the ratings can be arranged in a set of triplets 𝑢, 𝑖, 𝑥 ∈
𝒬

i1 i2 i3 i4 i5 i6 i7 i8

u1 5 2 3 4

u2 4 3 5

u3 4 2 2 4

u4

u5 5 1 2 4 3

u6 4 3 2 4 3 5
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Problem Statement

7

• Given 𝑁 users’ partial ratings on 𝑀 items, collaborative filtering 
methods try to predict each users’ preferences on each item.

• Notations
– 𝑁 users 𝒰 = 𝑢1, 𝑢2, ⋯ , 𝑢𝑁 , 𝑀 items ℐ = {𝑖1, 𝑖2, ⋯ , 𝑖𝑀}, all items 

rated by 𝑢𝑖 are denoted by ℐ𝑖, all users who have rated 𝑖𝑗 are denoted 
by 𝒰𝑗

– Ratings are arranged in a partially observed matrix 𝑋, where 𝑋𝑖𝑗 denote 
the rating user 𝑢𝑖 assigned to 𝑖𝑗

– Alternatively, the ratings can be arranged in a set of triplets 𝑢, 𝑖, 𝑥 ∈
𝒬

i1 i2 i3 i4 i5 i6 i7 i8

u1 5 2 3 4

u2 4 3 5

u3 4 2 2 4

u4

u5 5 1 2 4 3

u6 4 3 2 4 3 5

i1 i2 i3 i4 i5 i6 i7 i8

u1 5 2 ? 3 ? 4 ? ?

u2 4 3 ? ? 5 ? ? ?

u3 4 ? 2 ? ? ? 2 4

u4 ? ? ? ? ? ? ? ?

u5 5 1 2 ? 4 3 ? ?

u6 4 3 ? 2 4 ? 3 5

Ratings are arranged 
in a 𝑁 ×𝑀 matrix 𝑋
Usually, we predict 

the rating values
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Neighborhood Based Methods

User Based Methods Item Based Methods

8

• Leverage similar users’ 
ratings

• Leverage similar items’ 
ratings

I1 I2 I3 I4

U1 1 5 4 ?

U2 2 5 4 1

U3 4 2 1 4

U4 3 5 1 2

U5 4 3 1 4
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Neighborhood Based Methods

User Based Methods Item Based Methods

8

• Leverage similar users’ 
ratings

• Leverage similar items’ 
ratings

• Pros
• Simple and easy to implement

• Clear interpretation

• Cons
• Manipulate ratings directly lead to high time complexity

• Prone to sparseness problem
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Model Based Methods

• Do not manipulate ratings directly

• Train a predefined compact model

• Usually efficient at prediction time

• Successful methods

– Probabilistic latent semantic analysis

– Matrix factorization based methods, etc.
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Matrix Factorization Based Methods

• Assumption
– 𝑋 has a low-rank structure
– Users’ preferences and items’ features can be modeled 

using a few factors
– User feature matrix 𝑈 ∈ ℝ𝐾×𝑁

– Item feature matrix 𝑉 ∈ ℝ𝐾×𝑀
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• Assumption
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Constraints?

Regularization?

Loss?

Methods Loss Constraints Regularizations

SVD L2 norm None None

L1-SVD L1 norm None None

PMF L2 norm None Frobenius Norm on U and V

NMF L2 norm U>0, V>0 None

MMMF Hinge loss None Trace(𝑈𝑇𝑉)

RMF Cross Entropy None Frobenius Norm on U and V
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Probabilistic Matrix Factorization PMF

11

• Conditional distribution over observed ratings:

• Spherical Gaussian priors on user and item feature 
vectors:

• Maximize posterior:
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Probabilistic Matrix Factorization PMF

12

• Maximize

• Equivalent to minimize the following loss:

• Using gradient descent to minimize loss:
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Ranking Matrix Factorization RMF

13

• Top one probability
– The probability that an item 𝑖 being ranked on top

• Minimize cross entropy
– Cross entropy measures the divergence between 

two distributions

– Un-normalized KL-divergence
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Ranking Matrix Factorization RMF

14

• Model loss is defined as:

• Using gradient descent to minimize:
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Ranking Matrix Factorization RMF

14

• Model loss is defined as:

• Using gradient descent to minimize:

Cross Entropy Regularization
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Problems Faced by Recommender 
Systems

• Dynamic system are handled by static methods

– Online learning algorithms

• Unrealistic implicit assumptions

– Response aware methods

• Spammer problem

– User reputation estimation framework and method

• Cold-start problem

– Combine ratings with reviews
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Motivation
In real-world recommender 
systems

• New ratings are collected 
constantly
– Update the model

• New users

• New items

• Huge dataset

In laboratory simulated 
experiments

• Dataset is prepared 
beforehand

• No new ratings, users or 
items

• Relatively small dataset
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17

Online algorithms can 
bridge the gap
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Online Algorithms for PMF and RMF

• We propose two online algorithms respectively 
for both PMF and RMF

– Stochastic gradient descent

• Adjust model stochastically for each observation

– Regularized dual averaging

• Maintain an approximated average gradient

• Solve an easy optimization problem at each iteration
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Stochastic Gradient Descent PMF

• Recall the loss function for PMF

• Squared loss can be dissected and associated with 
each observation triplet 𝑢, 𝑖, 𝑥 ∈ 𝑄

• Update model using gradient of this loss:
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Regularized Dual Averaging PMF

• Maintain the approximated average gradient 

20

Σ𝑖∈𝐼𝑢 𝑔𝑢𝑖 − 𝑥 𝑔𝑢𝑖
′ 𝑉𝑖/tu
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Regularized Dual Averaging PMF

• Maintain the approximated average gradient 

20

Previous gradient

Gradient due to new observation 𝑢, 𝑖, 𝑥 ∈ 𝑄

Number of items 
rated by 𝑢

Σ𝑖∈𝐼𝑢 𝑔𝑢𝑖 − 𝑥 𝑔𝑢𝑖
′ 𝑉𝑖/tu
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Regularized Dual Averaging PMF

• Solve the following optimization problem to 
obtain

– New user feature vector 𝑈𝑢
– New item feature vector 𝑉𝑖

211/23/2015 Learning to Improve Recommender Systems



Experiments and Results

• We conduct experiments on real life data set

– MovieLens, Yahoo! Music and Jester

– Three settings

• T1: 10% training, 90% testing

• T5: 50% training, 50% testing

• T9: 90% training, 10% testing

22

Dataset Users Movies Ratings Rating Range

MovieLens 6040 3900 1,000,209 1-5

Yahoo! Music 1,000,990 624,961 252,800,275 1-100

Jester 24,938 100 1,810,455 -10-10
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Online versus Batch Algorithms

23

T1 T5 T9

T1 T5 T9
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Scalability to Large Dataset

• Experiment environment

– Linux workstation (Xeon Dual Core 2.4 GHz, 32 GB RAM)

– Batch PMF: 8 hours for 120 iteration

– Online PMF: 10 minutes
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Unrealistic Assumptions

• Implicit assumption of previous CF methods

– All response or random response
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Unrealistic Assumptions

• Implicit assumption of previous CF methods

– All response or random response

26

I1 I2 I3 I4 I5

U1 5 4

U2 5 4

U3 4 4

U4 5 5

U5 4 5
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Unrealistic Assumptions

Rating value distribution of user 
selected items

• A lot of high rating items

Rating value distribution of randomly 
selected items

• Very few high rating items
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Response Aware Collaborative Filtering

• Information embedded in ratings

– Rating value indicate preferences

– Rating response patterns

28

I1 I2 I3 I4 I5

U1 

U2 

U3 

U4

U5

I1 I2 I3 I4 I5

U1 5 4

U2 5 4

U3 4 4

U4 5 5

U5 4 5
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Missing Data Theory

• Two step procedure

29

Data Generation 
Model

• Generate full data matrix

• 𝑃 𝑋 𝜃

Data Observation 
Model

• Model observation process

• 𝑃(𝑅|𝑋, 𝜇)
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Missing Data Theory

• Two step procedure

29

Data Generation 
Model

• Generate full data matrix

• 𝑃 𝑋 𝜃

Data Observation 
Model

• Model observation process

• 𝑃(𝑅|𝑋, 𝜇)

I1 I2 I3 I4 I5

U1 5 4 1 1 2

U2 3 5 2 4 4

U3 4 1 3 4 1

U4 5 3 5 2 3

U5 2 4 1 3 5

X
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Missing Data Theory

• Two step procedure

29

Data Generation 
Model

• Generate full data matrix

• 𝑃 𝑋 𝜃

Data Observation 
Model

• Model observation process

• 𝑃(𝑅|𝑋, 𝜇)
I1 I2 I3 I4 I5

U1 1 1 0 0 0

U2 0 1 0 1 0

U3 1 0 0 1 0

U4 1 0 1 0 0

U5 0 1 0 0 1

I1 I2 I3 I4 I5

U1 5 4 1 1 2

U2 3 5 2 4 4

U3 4 1 3 4 1

U4 5 3 5 2 3

U5 2 4 1 3 5

X

R
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Missing Data Theory

• Three missing data assumptions
– Missing Completely At Random (MCAR)

– Missing At Random (MAR)

– Not Missing At Random (NMAR)
• If Both MCAR and MAR fail to hold

30

Example: Response is 
determined by a 

Bernoulli tail with 
success probability  𝜇
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• Three missing data assumptions
– Missing Completely At Random (MCAR)

– Missing At Random (MAR)

– Not Missing At Random (NMAR)
• If Both MCAR and MAR fail to hold

30

Example: Response is 
determined by a 

Bernoulli tail with 
success probability  𝜇

Example: Response is 
related to the rating 

value

What does it mean?
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Missing Data Theory

• If MAR fail to hold, ML learns biased data 
model parameter 𝜃
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Missing Data Theory

• If MAR fail to hold, ML learns biased data 
model parameter 𝜃

31

Definition of 
MAR appears 

naturally
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Response Aware PMF

• Follow the two steps procedure under matrix 
factorization framework

32

PMF

• Data Model

• Generate full data matrix

?

• Response Model

• Control response patterns
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Response Models

Rating dominant response model

• Rating value alone 
determines the response

Context aware response model

• Context aware
– Rating value

– Heavy rater vs. light rater

– Hot item vs. obscure item
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Response Models

• We use Bernoulli distribution to model the response 

probability 𝑃 𝑅𝑖𝑗 𝑋𝑖𝑗 , Ui, Vj, 𝜇, 𝜎
2 ~Bernoulli(𝜇)

34

• Rating Dominant

– 𝜇 is determined by the 
rating value alone

– 𝑅𝑖𝑗~Bernoulli(μXij)

– Only 𝐷 different 𝜇s

• Context Aware
– 𝜇 is determined by rating 

value, user and item

– 𝑅𝑖𝑗~Bernoulli(μ𝑖𝑗𝑘)

– 𝜇𝑖𝑗𝑘~
1

1+exp{−(𝛿𝑘+Θ𝑈𝑈𝑖+Θ𝑉𝑉𝑗)}

• Both can be learned using alternative gradient descent
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Experiments and Results

• We conduct experiments on both synthetic and 
real-world datasets
– Synthetic dataset

– Yahoo! Music ratings for user selected and randomly 
selected songs

• We device three protocols to simulate various 
conditions
– Traditional

– Realistic

– Adversarial

35

Users Items Collected 
ratings

Survey
users

Survey 
ratings

15,400 1,000 311,704 5,400 54,000
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Generation of Synthetic Dataset

36

Full data 
matrix

Inspected 
items

Inspected and  
responded

Training set

Testing set

Inspected and 
not responded

Un-inspected 
items Bernoulli trail 𝑃𝑖𝑛𝑠𝑝𝑒𝑐𝑡

Bernoulli trail 𝑃𝑋𝑖𝑗

Random 90% 10% partition
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Three Protocols

Traditional protocol

37

Adversarial protocol

Full data 
matrix

Inspected 
items

Inspected and  
responded

Training set

Testing set

Inspected and 
not responded

Un-inspected 
items

Realistic protocol

Full data 
matrix

Inspected 
items

Inspected and  
responded

Training set

Testing set

Inspected and 
not responded

Un-inspected 
items

Full data 
matrix

Inspected 
items

Inspected and  
responded

Training set

Testing set

Inspected and 
not responded

Un-inspected 
items

Training set Testing set
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Results

• Performance of our proposed model versus 
various baseline models

38

Synthetic dataset Yahoo dataset
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Spammer Problem
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Spammer Problem
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Spammer Problem

41

How to deal with these 
spammers?
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Spammer Problem
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Spammer Problem

41

Use a reputation 
estimation system!
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Problem Statement

• Reputation estimation in online rating system

– Given 𝑁 users {𝑢1, 𝑢2, ⋯ , 𝑢𝑁} ratings on 𝑀 items 
and arrange them in a partially observed matrix 𝑅

– Calculate reputation scores 𝑐1, 𝑐2, ⋯ , 𝑐𝑁 , where 
the score 𝑐 ∈ [0,1], for all the 𝑁 users such that a 
normal user 𝑢𝑖 should have a large 𝑐𝑖 and a spam 
user 𝑢𝑗 should have a small 𝑐𝑗
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Reputation Estimation Framework

• Require three ingredients to work

– Prediction Model

• Provide reasonable model for normal users

• Collaborative filtering methods can be readily used

– Penalty Function

• Summarize unexpectedness of a user

– Link Function

• Link the unexpectedness of a user to the reputation of 
the user
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Prediction Model

• Let’s assume that a normal user’s behavior is 
modeled by ℋ, and the observed rating 𝑟𝑖𝑗 is a 

Gaussian R.V. centered at ℋ 𝑖, 𝑗 ,with variance 𝜎2

• Then the log-likelihood of observing 𝑟𝑖𝑗 given ℋ 𝑖, 𝑗

is
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Prediction Model

• The unexpectedness of observing 𝑟𝑖𝑗, based on ℋ is

• Related to self-information under mild condition

– Self-information is a measure of the information content 
associated with the outcome of a random variable

– The larger the self-information, the more surprising it is

– Measure the “discordant” of 𝑟𝑖𝑗 with all other known 

ratings as seen by ℋ
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Penalty Function

• Summarize the set of unexpectedness {𝑠𝑖𝑗}

into one quantity 𝑠𝑖 or 𝑠𝑗

• Sample penalty function, arithmetic mean
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Link function

• Relate the unexpectedness 𝑠𝑖 to the reputation 
𝑐𝑖

• Convenient to require that 𝑐𝑖 lie in [0,1]

• Sample link function
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Link function

• Relate the unexpectedness 𝑠𝑖 to the reputation 
𝑐𝑖

• Convenient to require that 𝑐𝑖 lie in [0,1]

• Sample link function
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Maximum possible value of 𝑠𝑖
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Adaptability of the Framework

• The framework can capture existing reputation 
estimation methods
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Adaptability of the Framework

• As we can see, all the mentioned previous work can be 

captured as special cases of our framework

– They all use “reputation weighted average” as the predictor 

(item centric model)

– It naturally assumes that an item has an intrinsic quality

– The intrinsic quality view may not suitable for all cases
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Intrinsic View versus Taste View

• Depending on the situation, taste view might 
be more appropriate
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Reputation Estimation using Matrix 
Factorization

• We plug-in a well-studied personalized model 
as the prediction model

– Low-rank matrix factorization model
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Reputation Estimation using Matrix 
Factorization

• Penalty function

• Link function

52

We assume that the ratings have been mapped to [0,1] as a pre-processing step.
So that 𝑠𝑖 , 𝑐𝑖 ∈ 0,1 .
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Experiments

• Dataset

– There is no publicly available rating dataset with ground 
truth spammer label

– We take MovieLens dataset as our base dataset
• We simulate spam users’ behavior using several spamming 

strategies

• Data in MovieLens comes from an academic recommender system, 
it is more likely the users are not spam users
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Experiments

• Dataset
– Spamming strategies

• Random spamming
– Random attacks

• Semi-random spamming
– Average attacks

• Optimistic spamming
– Bandwagon attacks

• Pessimistic spamming
– Nuke attacks

– Spammer level
• 10%, 20%, 30% and 40% (as to normal users)

54

i1 i2 i3 i4 i5 i6

Normal u1 5 3 4 3 1 4

Normal u2 4 3 5 5 1 5

Random 1 4 3 2 5 3

Semi-
random 5 3 4 2 1 4

Optimistic 5 3 4 5 5 5

Pessimistic 5 3 4 1 1 1

Sample spamming data
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Experiments

• Evaluation Methods

– We use Area under the ROC Curve (AUC) to 
measure the performance
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Experiments

• Results

56

Type Random Semi-random

Percentage 10 20 30 40 10 20 30 40

Laureti's 0.9806 0.9803 0.9797 0.979 0.9241 0.924 0.9248 0.9248

Kerchove's 0.9793 0.9791 0.9785 0.9777 0.9227 0.9231 0.9239 0.9239

L1-AVG 0.9791 0.9789 0.978 0.9769 0.9098 0.9111 0.9118 0.9115

L2-AVG 0.979 0.9788 0.9782 0.9773 0.9224 0.9228 0.9237 0.9237

MF-based 0.9893 0.9896 0.9896 0.9892 0.9685 0.9676 0.9673 0.9668

Improvement 0.89% 0.95% 1.01% 1.04% 4.80% 4.72% 4.60% 4.54%

Type Optimistic Pessimistic

Percentage 10 20 30 40 10 20 30 40

Laureti's 0.9464 0.9298 0.9166 0.9047 0.9926 0.9914 0.9902 0.9887

Kerchove's 0.9428 0.9234 0.909 0.896 0.991 0.9885 0.9858 0.9829

L1-AVG 0.9578 0.9465 0.9376 0.9295 0.99 0.9875 0.9847 0.9817

L2-AVG 0.9425 0.9231 0.9088 0.8959 0.9902 0.9873 0.9841 0.9807

MF-based 0.9884 0.9858 0.9814 0.9774 0.9939 0.9938 0.9937 0.9936

Improvement 3.19% 4.15% 4.67% 5.15% 0.13% 0.24% 0.35% 0.50%
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Outline

• Introduction and Background Review

• Online Collaborative Filtering

• Response Aware Collaborative Filtering

• User Reputation Estimation

• Combine Ratings with Reviews

• Conclusion
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Cold-start Problem

• Cold-start problem
– Recommender system 

has too little information 
concerning a user or an 
item to make accurate 
predictions

– Severe problems in real 
system
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Reasons for Recommendation
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Reasons for Recommendation

• Why these items are recommended?

• Explanations on why such items are recommended 
can be useful.

• Existing recommender systems do not provide 
adequate explanations.
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Reviews Can Help
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Reviews Can Help
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Ratings Meet Reviews, A Combined Approach to 
Recommend

• Our model, RMR

– Use mixture of Gaussians 
rather than matrix 
factorization to model 
ratings

– Use LDA to model reviews

– Combine ratings and 
reviews by sharing the 
same topic distribution
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Ratings Meet Reviews

• Generative Process:
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Ratings Meet Reviews
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Ratings Meet Reviews

63

Use LDA to 
model the 

reviews
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Ratings Meet Reviews

63

Use LDA to 
model the 

reviews

Use mixture of 
Gaussians to 

model the 
ratings

Use the same topic 
distribution to 

connect rating part 
and review part
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Ratings Meet Reviews

• We developed Collapsed 
Gibbs Sampler for RMR

• Space Complexity 
𝑂( 𝑀 +𝑁 + 𝑉 × 𝐾)

• Time Complexity 𝑂(𝐾)
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Experiments

• How RMR performs compared with other models?

• How can “cold-start” items/users benefit from the 
incorporation of reviews?

• Can we learn interpretable latent topics?

651/23/2015 Learning to Improve Recommender Systems

Categories Users Items Ratings Comment words

27 6,643,669 2,441,053 34,686,880 4,053,795,667

Statistics of Amazon dataset



Experiments

• Performs the best on 19 out of 27 categories

• Performs better on 26 out of 27 datasets compared with 
matrix factorization

• On average, improve 7.8% over MF, 3.3% over CTR and 1.2% 
over HFT
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Experiments

• Cold-start Settings

– Items with fewer ratings gain more from the reviews
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Experiments

• Interpretability

– We recommend “Star Trek” to you because you are interested in 
“batman, effects, alien, harry, matrix, edition”

68

Top words in category 
Software

Top words in category 
Movie & TV
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Overview

• Introduction and Background Review

• Online Collaborative Filtering

• Response Aware Collaborative Filtering

• User Reputation Estimation

• Combine Ratings with Reviews

• Conclusion
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Conclusion

• We propose methods to improve 
recommender systems

– Online learning algorithms

• Bridge the gap between real system and experiments

• Scale to large datasets

• Incorporate new users or items effortlessly

– Response aware PMF

• Drop unrealistic assumptions

• Improve prediction accuracy
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Conclusion

• We propose methods to improve 
recommender systems
– Reputation estimation methods

• Propose general extensible framework

• Propose matrix factorization based methods

• Show better discrimination ability

– Combine ratings with reviews
• Utilize review data to alleviate cold-start problem

• Tag latent dimension with words to produce reasons for 
recommendation
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Questions?
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