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Abstract—Pollution attack is a severe security problem in
network-coding enabled wireless mesh networks (WMNSs). Uret
such form of attack, malicious nodes can easily create an eggmic
spreading of polluted packets to deplete network resources

We address this security problem even when the attackers are

“intelligent” in the sense that they may pretend to be legitimate
nodes toprobabilistically transmit valid packets so as to reduce the
chance of being detected. We use the batch verification teclgue
to determine the existence of polluted packets, and propodally
“distributed” and “randomized” detection algorithms to id entify
the attackers who inject polluted packets, and purge them fo
future communication. Formal analysis is provided to quanify
performance measures of the algorithms, e.g., probabilityof
false positive and probability of false negative, as well ashe
probability distribution of time needed to identify all mal icious
nodes. Simulation and system prototype are carried out to stw
the effectiveness and efficiency of the detection algorithsn

Index Terms—Wireless Mesh Networks; Network Coding;
Pollution Attack; Security; Performance Evaluation
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can inject polluted packets into the network. If an interraéa
node is unaware of receiving a polluted packet, it continues
to perform the packet encoding and forwards the encoded but
polluted packet to its neighbors. Since all nodes partieipa
in coding and packet forwarding, polluted packets will beha
like an epidemic and can be easily propagated across the enti
network, thereby significantly consume network resourat an
degrade the performance of legitimate flows. As indicated in
[6], pollution attack can be easily launched, and some edlat
work, e.g., [9], [12], [15], [20], [21] address this problem
particular, on detecting the existence of pollution attackl
how to discard polluted packets.

In this paper, we focus onidentifying pollution attackers
in WMNSs by implementing the idea of shrinking suspicious
set [19], then isolate them from the network so as to defend
against the pollution attack. Moreover, attackers carnba-
ligent in the sense that they can choose to forward polluted
packets, or they can choose to forward valid packets. The

In recent years, wireless mesh networks (WMNs) havationale that attackerpretendto be legitimate nodes is to
emerged as a promising platform to provide easy Interrtbiwvart the detection process so as to reduce the chance of
access [1], [3], [14]. However, due to the spatial and terapombeing detected. Contributions of our work are:

fading of the wireless channels, communication links betwe
nodes usually have high loss rates. As reported in [1], Half o

the operational links have a loss probability greater tha#.3
Therefore, traditional routing protocols, which determithe

next hop in forwarding a packet, cannot guarantee a high end-
to-end throughput. To improve the performance of WMNSs, ,

opportunistic routing protocoj4], [8] is used instead. To fur-

ther improve the spatial reuse, a transmission schedusetha

o We propose aandomizedand fully distributed identifi-
cation mechanism: any legitimate node in a WMN can
execute our algorithms to identify its malicious neighbors

« We present a general analytical framework to quantify

performance measures of our detection algorithms.

We validate our analytical model via extensive simula-

tions as well as system prototype, and show the effec-

tiveness and efficiency of the detection algorithms.

on network coding [16], [17] was proposed. This promising The outline of the paper is as follows. In Section II, we

approach can not only improve the end-to-end throughpat, ltiefly provide the necessary background on network coding
can also reduce packet collision and improve the netwogqq batch verification. In Section Ill, we present the dédect

capacity. As demonstrated in [16] and systems like CORRethodology in detail and also provide the analysis on its
[11] and MORE [5], one can achieve the above claims fferformance measures. We validate our analytical model and

unicast and multicast data delivery in WMNs. The core idggesent experiment results in Section IV. Section V corefud
of using network coding is inpackets mixin{j intermediate

nodes along the source-destination path can mix (or encode) !l Background on Network Coding and Batch

received packets and then forward the coded packet to other Verification

nodes. As long as the destination receives enough innevativ WMNs consist of two types of nodes: mesh routers and

(or linearly independent) packets, the receiver can detiogle mesh clients. Each node operates not only as a host but also

received packets and obtain the original data. as a router which forwards packets for other nodes that dre no
However, allowing nodes in a WMN to perform networkin the direct transmission range of their destinationshéiligh

coding opens the door fquollution attackas malicious nodes mesh clients can be stationary or mobile, mesh routerslysual



have minimal mobility. For most commonly used architecturi@ an asynchronous fashion to identify attackers among its
of WMNSs, there is a backbone network which consists afeighbors. In this paper, we only focus on one legitimatesnod
mesh routers. In this paper, we focus on the backbonessaly nodei, and describe its operations to identify malicious
WMNSs and use network-coding enabled opportunistic routimeighbors. Let\? be the set representing the neighbors of
protocol, which is commonly configured in realistic WMNs tanode i, and we assume thdtV¢| = N. Among theseN
improve network throughput and spatial reuse. neighbors, there can bmaultiple maliciousnodes.

Now, let us provide a brief background on network coding For a malicious node, when it is ready to broadcast a packet
[2], [10], [18]. When a source disseminates a file to destie other nodes, it may choose one of the following actions:

nations, it first breaks up the file into multiple generations 1) with probability §, imitating as a legitimate node by

Each generation is further divided into packets, which are performing correct coding operation and broadcasting
usually referred to asative packetsEach packet is composed a valid encoded packet, or

of m codewords, each of which is regarded as an element in &) yith probability (1 — &), broadcasting a polluted packet
finite field £,, whereq is a positive power of a prime number. to neighboring nodes.

Each native packep; can be viewed as am-dimensional - _
The reason why a malicious node may choose to imitate as a

vector over the fieldF, i.e., as a column vector wit legitimate node is to thwart the detection so as to reduce the
T (D Do AT o

symbqls.pl (P1i, P2 o1 Pma) *, Pji € Fy. When the 802.11 chance of being detected. On the other hand, for any legitima

MAC is ready to send a packet, the source creates a randoni

linear combination of then native packets, then transmitsnOde’ to guarantee the correctness of received packets and

the coded packet. Formally,oded packels (2], ;) where reduce the end-to-end deldatch verifications used, and we
— p_) ' aty, P I assume that legitimate nodes only forward valid packets, i.
¢; = 2;¢;ipi- Bache;; is a random coefficient and we Callihey discard packets which do not pass the batch verification
¢; = (¢j1,¢j2, ..., cjn) @ code vector. y P P G

For an intermediate node, when it is ready to transmit ang. 2° to prevent the epidemic spreading of polluted packets.

has received multiple packets, it first encodes the receivedv:!e d_efms :hre] du_:f‘t'?(_n of node drelcelllrl]ng pazkets an(;j
packets, then forwards the result packet after encodinge ngerorming baich veritication asraund n other words, roun

. : . . Ut vt
that, the possibility of packets mixing using network ccgjint is the time period from right after thg—1)*" verification to

: o )
makes WMNSs vulnerable to pollution attack, which is inducerdght after thert]b venf;caug perfc:crmed gy noﬁetAtt ro.tmd q
by malicious nodes injecting polluted packets. We say aatodfétsome neig tor\fvo dmf)' grr;ay o;\;lvar E)acf ets t?bl an ;
packet (], ;) is validicorrect if and only ife; can be °0c'> May not. We detin (t) as the set of neighbors o

represented as a linear combination of the native packets }%jez Wthh'Ch fotrwfardllnﬁt()) vatlveh.piclgets t? f't at r(éu_n,dandt.
using the code vectar;, i.e.,e; = >, ¢;; p; holds. Otherwise, ) as the set of neighbors which do not forward innovative

we call it a polluted/bogus packet. As shown in [7], the thregaCkets it _at round Ob"'ous'}” we haye\/’l :.f(t)Uf(t)'

of pollution attack is very severe. The core |dea_ of our detect_|o_n algorithms is that, at_round
One common approach to filter out polluted packets f node: (jetermln_es_ the suspicious sélt), yvhm_h contains

to perform hash verification by using homomorphic hasiiﬁI potentially m?‘"c'ous ne|ghb_0r9f node; unti th? end

functions [13]. However, due to the high computational cogg] round t'.AS time proc_ee_ds in later rounds, nodecan_

of modular exponentiation, verifying every received padke shrinkthe size of t_h_e suspicious s{t) so that, even_tually,l It

impractical for wireless systems [6]. Therefore, batchifiter only contains malicious neighbors. After the detectiorjew

cation must be considered when design practical verifinati8la'm_s_that a node s an at_tacker if and only_ if it stays in _the
schemes. Specifically, to verify a set éfcoded packets suspicious set. We use a simple example to illustrate thee ide
(ej,¢;) (j = 1,2,...,1), we only check whether the random I

linear combination of thé packets(¢’, ), is correct or not. st

If it is correct, then all of thé packets are correct. Otherwise, @ )

at least one of thd packets is polluted and we have N

knowledgeof which are the polluted packets. In this paper, if fooemd T NN\ :

the result of the batch verification shows that the coded gtack () ®) |

is correct, we call it the batch verification matches, othsew ‘ /

we call it the batch verification does not match. "ansmiss“’;;"‘-..

range
[1l. Detection Methodology ) *

In this section, we present the detection algorithms to-iden ) _ ) )
tify pollution attackers in a network-coding enabled WMIS, a Fig. 1. lllustration of the detection mechanism.
well as the performance measures of the detection algasithm
_ ) Consider the example in Figure 1 in which nodldés an
A. Core Idea of the Detection Algorithms attacker, we focus on nodeand take it as a detector. Node 1,
Since the detection algorithms we propose gy dis- node 2, node 4 and node 5 are all within the transmission
tributed i.e., each legitimate node in a WMN can execute therange of node 3, i.e N3 = {1,2,4,5}. We initialize the



suspicious set at round 0 &0) = N3 In the first round,
if node 1 and node 2 forward valid packets to node 3, thenThe rationale of Algorithm A is as follows. At rount
node 3 knows that node 1 and node 2 must be legitimate nodesle: performs batch verification, if it matches, i.e., the coded
after performing batch verification, or the attacker existhe packet is valid, then malicious nodes cannot be in the fadwar
suspicious se5(1) = {4,5}. In the second round, if node 2ing setF(t) because they only forward polluted packets. On
and node 4 forward packets, since node 4 is a malicious ndtie other hand, if there is a mismatch of verification, it may b
and it forwards polluted packets, the batch verificationl witaused by two cases: (1) all malicious nodes forward pallute
not match. Therefore, node knows that node 2 and node 4packets, or (2) only some of the malicious nodes forward
are suspicious nodes and it can shrink the suspicious setpaiuted packets but others do not perform packet forwardin
S8(2) =S8(1)Nn{2,4} = {4}. In other words, node 3 identifies Therefore, node cannot classify its neighboring nodes and
the attacker by shrinking the suspicious set. the suspicious sef(¢) remains unchanged.

Besides developing algorithms to implement the above idea,Since fairness is a built-in feature in the medium access con
we also provide theoretic analysis on their performance. W9l (MAC) protocol in wireless networks, a node cannot mo-
particular, we quantify the performance measures: nopolize the wireless resource by repeatedly sending f&cke

« Pra(t), probability of false negative until roung i.e., when the communic_:ation channel is free, all nodes lwhic

. P}p(t), probability of false positive until round, and have backlog packet_s will compete for the channel. Theegfor _

« E[R], expected number of rounds needed to detect tﬁéqc_cessful forwarding does not depend on Whe_ther a node is

attackers with high accuracy. malicious or not, but rather depends on whether it has packet
to be forwarded or not. We define variabde to represent
the probability that a neighbor of nodeperforms forwarding
at each round, which is callefbrwarding probability Note

The first two performance measures quantify deeuracy
of the detection algorithms, while the third one quantifies t

efficiency Precisely,P,({) is defined as the probability of athat, a generation only contains 32 independent packets in

malicious node being wrongly removed from the SUSpiCiOLEﬁe common setting under MORE, and a node may perform

set at the end of round Since we claim that a node is an : e ) . 2
attacker if and only if it belongs t6(t) aftert rounds.P . (¢) multiple verifications during the period of transmitting eon
" fn generation. Furthermore, when a node is ready to transmit,

is in fact theprobability of false negativeOn the other hand, it not only performs one transmission, but performs muktipl

Pf”(t). is defingd as the. probability of a-ranQOr_'nIy Chose{}ansmissions Thereforey is less than one for most cases
node inS(t) being a legitimate node, which is in fact the y '

probability of false positiveLastly, r.v. R denotes the number l.e., the neighbors of nodecan be distinguished such that the

of detection rounds until all nodes 8(t) are malicious nodes suspicious set can shrink.
" . _To quantify the performance measures of Algorithm A, we

In the following, we separate the analysis into two cases $Rsume that the number of malicious neighbors of node:

gustrate. our_d_etec'uon aIgothms. o . (k > 1). Moreover, since the suspicious set cannot be shrunk
ase 1: malicious nod_es_ W'.” not |m|t§Fe the. action of 8n every round, we define those rounds in which the suspicious
legitimate npde, or the 'm'_tat_'o'f‘ probabllnzjl_: 0; .. set shrinks asletectable roundand use random variabl®
Case 2:malicious nodes will imitate the action of a Iegltlmateio indicate the number of detectable rounds. The performanc
node to reduce the chance of being detectedj or0. )

S . measures of Algorithm A are stated in Lemma 1.
Note that detection in the second case is more challenglngmma 1 In the case whens — 0, after Algorithm

since attackers are trying to thwart the detection process. [S(t)|—k
. : : . . runs for ¢t rounds, P;,(t) = 0, t) = AT
However, our detection algorithms can still effectivelgdify and R follows the Zj)igtr(itgution ofif%(%) B Tlf(t)l_
them even if they may disguise as legitimate nodes. s (,‘71)(1 21— (1 - o) 4P(D = d) = =
d=1\d—1 - A\ = @)
B. Case 1: Attackers with Imitation Probability= 0 Proof: According to Algorithm A, since no malicious node is

. . . wrongly removed fromS(t), the probability of false negative
In this subsection, we consider the case when= 0, is sirr?p)lly zero, i.e.;Py (t() )_ 0 ’ ’ ’

'k')e" (\;vhen a n:lallcg)us nl?de attemptls t]f) transmit, it always \ote that, all of the: malicious nodes stay in the suspicious
roadcasts polluted packets. We only focus on a particulgt ¢4y Furthermore, all of the nodes in the suspicious set are

node: and tak_e it as a detector. We iniFiaIi_ze the sus_p_icioqaken as malicious nodes at the end of the detection process.
setS(0) as NV'. At each round, nodes V" are classified o efore Pro(t) = SOk Sincelim, .. [S(t)| = k as
L) p - . —00 =

' i ' i i i IS()

|r|1t0 d_:cf_“ferte_nt tytEes accc_)r(_jmg t';‘nﬁﬂzelrrl])e_zhlilworsOi Base:ﬂrnrﬁl Pra(t) = 0, we havelimy ... Py, (t) = 0.
classification, the suspicious t) s rinks and eventually, - 14 gerive the distribution of2, we first derive the distribu-
it only contains malicious nodes, then nadean claim that it

has identified it lici iahb F I a4t tion of D. Note that, in a detectable round, a legitimate node
as iaentied Its malicious neighiors. Formarly, our BOPC is removed from the suspicious set only when it forwards at
algorithm at round can be described as follows.

that round, which happens with probability Therefore,
Algorithm A: Detection Algorithm for 6 =0 P(D<d) = P(afterd detectable rounds, no legitimate

if (the batch verification matchesy(t) «— S(t — 1) N F(t); node remains]ivn Zhe suspicious stt
else S(t) — St —1); (1-1-a)b . 1)




Using detection Algorithm A, a detectable round only happemn the detection histor§(¢), the performance measures of
when no attacker forwards packets to négeop, = (1—a)*.  Algorithm B can be derived, which are stated in Lemma 2.
On the other hand, given the number of detectable rodnhds Lemma 2: In the case whem > 0, after Algorithm B runs
the conditional distribution?(R = r|D = d) is a negative for ¢ rounds, Py, (t) = 1-TT _lmaln) _ gnd

. : o . T=1,d(7)=1 1—a(r)+a(r)d
binomial distribution, so we have: (N=R) 1Ly g(ry=r (T=ax(7))

Pro(t)= .
, ro(t) (N=R) TTE 2y gy (D ARTTE o1 (O matayiays )
P(R = T):Z P(D =d)P(R =1|D =d) Proof: Based on the randomized Algorithm B, when a ma-
d=1

T licious node pretends to be a legitimate node (forwarding
S (r— 1> (pa)?(1 — pa) 4 P(D=d). (2) Vvalid packets) in a detectable round, it is removed from
d—1 the suspicious set forever, which means that it evades the

detection. Therefore, the probability of false negative is
By replacing P(D = d) based on Equation (1), we have

the distribution ofR, and E[R] can be easily computed via  Prn(t) = P(aftert rounds, a malicious node
E[R] =32, rP(R=r). n is not in the suspicious s&i(t) | H(t))

. . o t 1—a(r)
C. Case 2: Attackers with Imitation Probability> 0 = 1- HT:Ld(T):l T alr) +a(r)’ 3)

Let us consider a more interesting case where a malicious ) . .
node may imitate as a legitimate node by forwarding valid On the other hand, if Algorithm B is not executed for
packets with probabilitys (5 > 0). Under this situation, if sufﬁment_number. of.rounds, it is possmle that some legitan
the verification does not match, nodeknows it must have nodes still remain in the suspicious s8{), and they are

received some polluted packets. However, due to the emtewrongly claimed as attackers. Observe thf”‘t' anode is resnove
of multiple attackers, nodé can not be certain whether a”from the set5(t) only when it forwards valid packets in some

attackers are in the forwarding set or not. On the other harﬂfte&tf}?le round. For a malicious node, this probability is
and we denote it a®y, (7). Similarly, for a

if the verification matches, nodestill faces with the problem T=a(r)+a(7)s" e ]
of accurately distinguishing the malicious attackerssitrey €gitimate node, the probability is just(7), and we denote it
may pretend to be legitimate nodes. Note that, the goal of R8Pz (7). We have:

malicious nodes is to reduce the system performance or t s - .

damage the system by injecting polluted packets. Obvipusly sp(t) = P(j_ I.S Ieg|.t|_mate| H(t) kjes)

the action of imitation violates this objective. Therefotiee = PGis Ieg|tfmate&j € S(t) | H(t)

imitation probabilityd cannot be too large. Based on this fact, PG eSE) [H®)

we propose the followingrandomized detection algoritim B (N—k) Hizl,d(T)zl(l—PL(T)) @
Algorithm B: Randomized Detection Algorithm for § > 0 (N_@:l:[,_él_PL(T))JF ’fﬂ__ﬁl‘PMm)
d(m)=1 d(T)=1

if (the batch verification matches):

with probability p: S(t) « St —1);

with probability 1 — p: S(t) « S(t — 1) N F(t);
else S(t) — S(t —1);

By substitutingPr (7) and Pys(7), we have Lemma 2. R
The performance measure BfR] of Algorithm B is similar
with the results stated in Lemma 1, so we omit it here. The
only parameter we need to recalculatepjs the probability
We use a 0-1 random variablé(t) to indicate whether of.a round .b.eing detectable. When algorithm B is employed,
round ¢ is detectable or notd(¢) equals to one if round this probability changes to be; = (1 —a + ad)(1 - p).
is a detectable round and zero otherwise. In algorithm B, a i )
round is detectable if and only if the verification matche8- Detection Algorithm to Enhanc®;, (t)
and that round is not ignored. We callt) the detectable In the case where the imitation probabilily> 0, when
indicator. At roundt, nodei knows the forwarding sef(¢) algorithm B runs for sufficient number of rounds such that
which contains its neighbors that forwarded packets to @ll nodes in the suspicious set are attackers, the protabili
Therefore, nodei has two parameters which are the foref false negative does not converge to zero. In other words,
warding setF(t) and the detectable indicatd(t) to record some malicious attackers evade the detection. To imprave th
the information it obtains at round We define the state detection accuracy, we develop an enhanced algorithm. The
of nodei at roundt¢ as s(t) = (F(t),d(t)). Given the idea is as follows. After running the detection Algorithm B
state of node; at roundt, the conditional probability of a for sufficient number of rounds, all nodes in the suspiciats s
neighbor (malicious or legitimate) of nodeforwarding at S(t) are malicious with very high probability. One can first
that round is simplyF(¢)|/N, and we leta(t) = |F(t)|/N. remove them (i.e., blacklist them for further data exchange
The collection of all states ih rounds compose the detectiorthen repeat the detection process again. After executandeh
history of node:i until round ¢, which is denoted a${(¢), tection process multiple times, one can be certain in rengpvi
e, H(t) = (F(1),d(1)),(F(2),d(2)),..., (F(t),d(t)). Based all malicious nodes from the neighbor list.




simulation, we set both, the imitation probability, ang, the
Algorithm C: Enhanced Detection Algorithm probability of ignoring a round, as 0.1.
Figure 3 shows the simulation results and theoretic results
In both figures, the horizontal axes are the number of rounds
- o and the vertical axes represent probability. Figure 3a stbe
if (the batch verification matches) performance measure of probability of false positiig, (),
with probability p : S(t) — S(t - 1); _ and Figure 3b shows probability of false negati®g,, (t). We
with probability 1 —p : S(t) — S(t—-1)NF(t);}  assume that nodehas ten neighbors, i.ey = 10, and two

repeat{
do {

else:S(t) « S(t—1);} of them are attackers. Firstly, we can see that the theoretic
while (S(t) contains legitimate node) ‘ results fit well with the simulation results. Secondly, when
remove nodes iS(t) from the neighbor list\"*; } the number of rounds gets larger,P;,(¢) converges to O.
until (all malicious nodes inV* are detected) In other words, if the detection algorithm runs for enough
rounds, then all nodes in the suspiciousS#) are malicious.
IV. Performance Evaluation However, when the number of detection rounds increases, the

In this section, we validate the analysis by comparing tHobability of attackers evading the detection also getgeia
theoretical results with simulation results. In the sintiola, at Which is shown in figure 3b. Fortunately, by comparing with
each round, we randomly choose the forwarding probabilifjgure 3a, even when the number of rounds is large enough
o from [0,1] to simulate the forwarding process. We alsuch thatP,(t) = 0, we still have some chances to detect the
consider two cases: ()= 0, and (2)§ > 0. We first validate malicious nodes, i.ePy,(t) < 1. This shows the rationality
the performance measure &fR], then consider probability of our enhanced detection algorithm C.
of false negative and probability of false positive.

number of rounds needed to detect malicious nodes. Figure
shows the theoretical results and the simulation resultsnwh
a = 0.5 in all rounds. In both figures, the horizontal axes are o.4
the size of the neighboring set, and we assume that two ¢
the N neighbors are malicious, i.ek, = 2. The vertical axes _
show the average number of roundsR]. Figure 2a shows 0o 20 60 80 1_0010 20 40 60 80 100 120
the results in the case whén= 0 and Figure 2b corresponds number of rounds:t number of rounds.

to the case whed > 0. From both figures, we can see that the (a) probability of false positive (b) probability of false negative
theoretic results fit well with the simulation results. Mover, Fig. 3: Probability of false positive and probability of $al
when the size of the neighboring set gets larger, the averagsyative for the case when> 0.

number of rounds needed for detection increases accoydingl

A. Performance Measure df[R] 1 1
i i ©sim ©sim
The performance measure bfR] is an average view of the _ 44 vl 08| |%theo
D.& ) =S

0.6

k=2

C. Effectiveness of the Enhanced Algorithm

N
o
o

N
o
o

Ssim Using the enhanced detection algorithm C in Section IlI-D,
*theo we can identify all malicious nodes by repeatedly running
the detection algorithm. Table | shows the results. In this
simulation, we havéN| = 10 and four of them are malicious.
Since each time the malicious node can only be detected with
> probability1 — Py, (t), wheret satisfiesPy,(t) = 0, we repeat
dumbr ofheidlboté n14 2 4 08 ofheidfbotg: N4 the detection experiment three times (e.g., Exp. A, B and C)
@6 =0 ()6 >0 to show the effectiveness of the enhanced algorithm. Each
row in Table | corresponds to an experiment outcome. We can
observe that in all experiments, we only need to repeat the
detection algorithm a few times to detect all malicious repde
e.g., in the first experiment, two of the four malicious nodes
are detected in the first execution, the remaining two n@lgi

Now, we focus on the performance measures of probabilitpdes evade the detection in the second execution, but in the
of false negative and probability of false positive. Sinbe t third execution, the last two malicious nodes are both detec
derivation of Py, (t) and Py,(t) whend = 0 is trivial, we In summary, the enhanced detection algorithm can effdgtive
only validate the analysis for the case wh&n> 0. In the identify all malicious nodes.

a
S
o]
@,
3
a
S

o
o

a1
o

a
o
number of founds: E[R]

number of founds: E[R]
o
(=)

Fig. 2: Average number of roundgi[R].

B. Performance Measures &f;,(t) and Py, (t)



| Experiment | # detected | # detected | # detected |

Acknowledgement: this research is supported in part by the

E’;B g‘ g (1) 2 UGC, Project No. AoE/E-02/08 and RGC Project 4153009.
Exp. C 2 2 - REFERENCES
. . [1] D. Aguayo, J. C. Bicket, S. Biswas, G. Judd, and R. Mortigk-level
TABLE |: Effectiveness of detecting all attackers. Measurements from an 802.11b Mesh Network. SIEGCOMM pages

121-132, 2004.
[2] R.Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung. Networidrmation
Flow. IEEE Transactions on Information Theor§6(4), 2000.
D. Results from System Prototype [3] 1. Akyildiz and X. Wang. A Survey on Wireless Mesh NetwsrREEE
. . L . Radio communicatignd3(9):S23-S30, September 2005.
To show the effectiveness of identification and detection 0[f4] S. Biswas and R. Morris. Opportunistic Routing in Muttbp Wireless

our algorithms, we build a prototype of WMN, which consists  Networks. SIGCOMM Comput. Commun. Re84(1):69-74, 2004.

. . . . S. Chachulski, M. Jennings, S. Katti, and D. Katabi. TngdStructure
of 20 nodes. Each node is equipped with 802.11n transceivel for Randomness in Wireless Opportunistic Routing. SFGCOMM

and this WMN is deployed using the MORE protocol and  '07: Proceedings of the 2007 conference on Applicationshrielogies,
it is network-coding enabled. We consider a particular node architectures, and protocols for computer communicatigreges 169-

; ; ; 180, New York, NY, USA, 2007. ACM.
10, which has nine neighbors and they are node 1 to node %] J. Dong, R. Curtmola, and C. Nita-Rotaru. Practical Defs Against

Nodei needs to send packets to node 3 (for 1 < i < 3) Pollution Attacks in Intra-flow Network Coding for Wirelesslesh
but since the destination node is not within the transmissio Networks. InWiSec '09: Proceedings of the second ACM conference

range of the sender, all transmissions have to go througé nogl, ?nggrzzles; ”Cej‘:‘t'glglasecR“”ts”gﬁiesaﬁélalzl\fi’taz_g%?éru TavEecUre

10. Node 7, 8 and 9 are potentiaalicious nodesand they Network Coding in Wireless Networks: Threats and Challen@ecure

probabilistically transmit bogus packets so as to damage th  Network Protocols, 2008. , ,

legitimate transmissions [8] C. Gkantsidis, W. Hu, P. Key, B. Radunovic, P. Rodriguazd S. Gheo-
g9 o ) . rghiu. Multipath Code Casting for Wireless Mesh NetworksCbNEXT

We carry out a series of experiments to get the time needed '07: Proceedings of the 2007 ACM CoNEXT confereruages 1-12,

for node 10 to detect all malicious nodes. In particular, we  New York, NY, USA, 2007. ACM.

. . . 9] T. Ho, B. Leong, R. Koetter, M. Medard, M. Effros, and D. rigar.
perform the experiment 200 times. Each time we record thb Byzantine Modification Detection in Multicast Networks tiRandom

time it takes to detect all malicious nodes, then we average Network Coding.Information Theory, IEEE Transactions oR008.
all these 200 values. Results are presented in Table Il. As {#@ T. Ho, M. Médard, J. Shi, M. Effros, and D. Karger. On Ramized

] " Network Coding. In41st Annual Allerton Conference on Communica-
can see from the table, it takes a very short time to detect tion, Control and Computing, Monticello, 1L, US&003.

malicious nodes. For Experiment C, we use the enhanded s.Katti, H. R. D. Katabi, W. Hu, and M. Medard. The Impaite of Be-
detection Algorithm C. We see that it takes around 10 seconds ing Opportunistic: Practical Netowk Coding for WirelessviEanments.

. In In Proceedings of 43rd International Conf Comuation,
on average to detect node 7, 8 and 9, which send bogus packets S| ang C'r;?nspztmgrzoogema fonat L-onierence on L-omization

SO as to create an epidemic spreading. [12] E. Kehdi and B. Li. Null Keys: Limiting Malicious Attack Via Null
Space Properties of Network Coding. IRFOCOM 2009, IEEE2009.

- — [13] M. N. Krohn, M. J. Freedman, and D. Maziéres. On-thg-¥rification
Experiment Malicious Nodes Ave_rage_ of Rateless Erasure Codes for Efficient Content Distriloutio In
Detection Time Proceedings of the IEEE Symposium on Security and Priv@ekland,

Exp. A node 7 3.60 sec. CA, May 2004.
Exp. B node 7 and node 8 6.21 sec. [14] R. K. Lam, D.-M. Chiu, and J. C. S. Lui. On the Access PRriri
Exp. C node 7, node 8 and node |9 10.30 sec. and Network Scaling Issues of Wireless Mesh NetworllEEE Trans.

Comput, 56(11):1456-1469, 2007.
. . [15] A. Le and A. Markopoulou. Locating Byzantine Attackers Intra-
TABLE II: Experimental results: average time needed todete ~ session Network Coding Using SpacemacNitwork Coding (NetCod),
all malicious nodes. 2010 IEEE International Symposium ,a2010.
[16] J. Le, J. C. S. Lui, and D.-M. Chiu. Dcar: Distributed Qugt
Aware Routing in Wireless NetworkslEEE Transactions on Mobile
Computing 9:596-608, 2010.

V. Conclusion [17] J. Le, J. C. S. Lui, and D.-M. Chiu. On the Performance iz
’ of Pract_ical Wireless Network CodinglEEEE Transactions on Mobile
In this paper, we present a set of fully distributed algenish Computing 9:1134-1146, 2010.

. . . [18] S.-Y. R. Li, R. W. Yeung, and N. Cai. Linear Network CodinlEEE
to address the pollution attack problem in network-codlr{g Transaction on Information Thearyi9(2):371-381, Feb. 2003.

enabled WMNSs. The contribution of this paper is bow [19] Y. Li and J. C. Lui. Stochastic Analysis of a Randomizeet@tion

to effectivelv identify the malicious nodes without moani Algorithm for P_oIIution Attack in P2P Live Streaming Systenferfor-
.. y fy e . gy mance Evaluation67(11):1273 — 1288, 2010. Performance 2010.
existing routing protocol and packets verification schethen  [50; . siavoshani, C. Fragouli, and S. Diggavi. On LocatiBgzantine

isolate them from the network so as to defend against the Attackers. InNetwork Coding, Theory and Applications, 2008.

pollution attack. We consider both cases of (1) malicioddll S- Vyetrenko, A. Khosla, and T. Ho. On Combining Infortioa-
theoretic and Cryptographic Approaches to Network CodieguBty

nOd_e_S always forwgrding pOHUted packets, and (2) smart Against the Pollution Attack. IiAsilomar'09: Proceedings of the 43rd
malicious nodes which may pretend to be legitimate nodes Asilomar conference on Signals, systems and compytages 788792,

and forward valid packets from time to time so as to evade Piscataway, NJ, USA, 2009. IEEE Press.
the detection. We also provide formal analysis on quamyi

the performance measures of the detection algorithms, and

validate them via extensive simulations and system prptoty



